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I. Introduction to Carbonic Anhydrase (CA) and
to the Review

1. Introduction: Overview of CA as a Model
Carbonic anhydrase (CA, EC 4.2.1.1) is a protein that is

especially well-suited to serve as a model in many types of
studies in biophysics, bioanalysis, the physical-organic
chemistry of inhibitor design, and medicinal chemistry. In
vivo, this enzyme catalyzes the hydration of CO2 and the
dehydration of bicarbonate (eq 1).

The active site ofR-CAs comprises a catalytic ZnII ion
coordinated by three imidazole groups of histidines and by
one hydroxide ion (or water molecule), all in a distorted
tetrahedral geometry. This grouping is located at the base
of a cone-shaped amphiphilic depression, one wall of which
is dominated by hydrophobic residues and the other of which
is dominated by hydrophilic residues.1 Unless otherwise
stated, “CA” in this review refers to (i) various isozymes of
R-CAs or (ii) the specificR-CAs human carbonic anhydrases
I and II (HCA I and HCA II) and bovine carbonic anhydrase
II (BCA II); “HCA” refers to HCA I and HCA II; and “CA
II” refers to HCA II and BCA II.

CA is particularly attractive for biophysical studies of
protein-ligand binding for many reasons. (i) CA is a
monomeric, single-chain protein of intermediate molecular
weight (∼30 kDa), and it has no pendant sugar or phosphate
groups and no disulfide bonds. (ii) It is inexpensive and
widely available. (iii) It is relatively easy to handle and
purify, due in large part to its excellent stability under
standard laboratory conditions. (iv) Amino acid sequences
are available for most of its known isozymes. (v) The
structure of CA, and of its active site, has been defined in
detail by X-ray diffraction, and the mechanism of its catalytic
activity is well-understood. (vi) As an enzyme, CA behaves
not only as a hydratase/anhydrase with a high turnover
number but also as an esterase (a reaction that is easy to
follow experimentally). (vii) The mechanism of inhibition
of CA by ligands that bind to the ZnII ion is fairly simple
and well-characterized; it is, therefore, easy to screen
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inhibitors and to examine designed inhibitors that test theories
of protein-ligand interactions. (viii) It is possible to prepare
and study the metal-free apoenzyme and the numerous
variants of CA in which the ZnII ion is replaced by other
divalent ions. (ix) Charge ladders of CA IIssets of deriva-
tives in which acylation of lysine amino groups (-NH3

+ f
-NHAc) changes the net charge of the proteinsallow the
influence of charge on properties to be examined by capillary
electrophoresis. Some disadvantages of using CA include
the following: (i) the presence of the ZnII cofactor, which
can complicate biophysical and physical-organic analyses;
(ii) a structure that is more stable than a representative
globular protein and, thus, slightly suspect as a model system
for certain studies of stability; (iii) a functionsinterconversion
of carbon dioxide and carbonatesthat does not involve the
types of enzyme/substrate interactions that are most interest-
ing in design of drugs; (iv) a catalytic reaction that is, in a
sense,too simple (determining the mechanism of a reaction
is, in practice, usually made easier if the reactants and
products have an intermediate level of complexity); and (v)
the absence of a solution structure of CA (by NMR
spectroscopy). The ample X-ray data, however, paint an

excellent picture of the changes (which are generally small)
in the structure of CA that occur on binding ligands or
introducing mutations.

The most important class of inhibitors of CA, the aryl-
sulfonamides, has several characteristics that also make it
particularly suitable for physical-organic studies of inhibitor
binding and in drug design: (i) arylsulfonamides are easily
synthesized; (ii) they bind with high affinity to CA (1µM
to sub-nM); (iii) they share one common structural feature;
and (iv) they share a common, narrowly defined geometry
of binding that exposes a part of the ligand that can be easily
modified synthetically. There are also many non-sulfonamide,
organic inhibitors of CA, as well as anionic, inorganic
inhibitors.

We divide this review into five parts, all with the goal of
using CA as a model system for biophysical studies: (I) an
overview of the enzymatic activity and medical relevance
of CA; (II) the structure and structure-function relationships
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of CA and its engineered mutants; (III) the thermodynamics
and kinetics of the binding of ligands to CA; (IV) the effect
of electrostatics on the binding of ligands to and the
denaturation of CA; and (V) what makes CA a good model
for studying protein-ligand binding and protein stability.

1.1. Value of Models
CA serves as a goodmodel system for the study of

enzymes. That is, it is a protein having some characteristics
representative of enzymes as a class, but with other char-
acteristics that make it especially easy to study. It is a
moderately important target in current medicinal chemistry:
its inhibition is important in the treatment of glaucoma,
altitude sickness, and obesity; its overexpression has recently
been implicated in tumor growth; and its inhibition in
pathogenic organisms might lead to further interesting
drugs.2,3 More than its medical relevance, its tractability and
simplicity are what make CA a particularly attractive model
enzyme.

The importance of models in science is often underesti-
mated. Models represent more complex classes of related
systems and contribute to the study of those classes by
focusing research on particular, tractable problems. The
development of useful, widely accepted models is a critical
function of scientific research: many of the techniques (both
experimental and analytical) and concepts of science are
developed in terms of models; they are thoroughly engrained
in our system of research and analysis.

Examples of models abound insuccessfulareas of sci-
ence: in biology,E. coli, S. cereVisiae, Drosophila mela-
nogaster, C. elegans, Brachydanio rerio(zebrafish), and the
mouse; in chemistry, the hydrogen atom, octanol as a
hydrophobic medium, benzene as an aromatic molecule, the
2-norbornyl carbocation as a nonclassical ion, substituted
cyclohexanes for the study of steric effects,p-substituted
benzoic acids for the study of electronic effects, cyclodextrins
for ligand-receptor interactions; in physics, a vibrating string
as an oscillator and a particle in a box as a model for
electrons in orbitals.

Science needs models for many reasons:
(1) Focus: Models allow a community of researchers to

study a common subject. Solving any significant problem
in science requires a substantial effort, with contributions
from many individuals and techniques. Models are often the
systems chosen to make this productive, cooperative focus
possible.

(2) Research Overhead: Development of a system to the
point where many details are scientifically tractable is the
product of a range of contributions: for enzymes, these
contributions are protocols for preparations, development of
assays, determination of structures, preparation of mutants,
definition of substrate specificity, study of rates, and
development of mechanistic models. In a well-developed
model system, the accumulation of this information makes
it relatively easy to carry out research, since before new
experiments begin, much of the background worksthe
fundamental research in a new systemshas already been
carried out.

(3) Recruiting and Interdisciplinarity: The availability of
good model systems makes it relatively easy for a neophyte
to enter an area of research and to test ideas efficiently. This
ease of entry recruits new research groups, who use, augment,
and improve the model system. It is especially important to
have model systems to encourage participation by researchers

in other disciplines, for whom even the elementary technical
procedures in a new field may appear daunting.

(4) Comparability: A well-established model allows
researchers in different laboratories to calibrate their experi-
ments, by reproducing well-characterized experiments.

(5) Community: The most important end result of a good
model system is often the generation of a scientific
communitysthat is, a group of researchers examining a
common problem from different perspectives and pooling
information relevant to common objectives.

One of the goals of this review is to summarize many
experimental and theoretical studies of CA that have
established it as a model protein. We hope that this summary
will make it easier for others to use this protein to study
fundamentals of two of the most important questions in
current chemistry: (i) Why do a protein and ligand associate
selectively? (ii) How can one design an inhibitor to bind to
a protein selectively and tightly? We believe that the
summary of studies of folding and stability of CA will be
useful to biophysicists who study protein folding. In addition,
we hope that the compilation of data relevant to CA in one
review will ease the search for information for those who
are beginning to work with this protein.

1.2. Objectives and Scope of the Review
This review includes information relevant to the use of

CA as a model system for physical-organic studies of
protein-ligand interactions and for developing strategies for
rational drug design. The problem of designing high-affinity
ligands to proteins is essentially one of molecular recognition
in aqueous solution and one that chemistry should, in
principle, be able to solve. The problem has been intractable
for 50 years, however, and one important reason seems to
be deficiencies in our understanding of the underlying
physical principles.4,5 CA is particularly valuable for ap-
proaching this problem because it allows studies of binding
of molecules to regions of the active siteadjacentto the
principal binding sitesthat is, the arylsulfonamide binding
site, with its clearly defined hydrophobic pocket centered
on the (His)3ZnII group; this additional binding site localizes
the -SO2NH- group of an inhibitor near the ZnII ion. CA
is, thus, uniquely suited for studies of structuralperturbations
to binding (perturbational studies often provide the most
profitable strategy for testing hypotheses in difficult fields
of science, among which rational drug design is certainly
one).

We also discuss the use of CA for studying the folding,
unfolding, and aggregation of proteins, as well as for
developing biophysical assays for the binding of substrates
and ligands to proteins. This review will give only brief
surveys of the biology, physiology, or catalytic activity of
CA and the use of its inhibitors in medicine; these subjects
are reviewed extensively and in depth elsewhere.2,6-15

2. Overview of Enzymatic Activity
CA catalyzes the reversible hydration of CO2 to bicarbon-

ate (eq 1 and Figure 1) in a two-step “ping-pong” mecha-
nism.14 The first step involves the direct nucleophilic attack
of a ZnII-bound hydroxy group on CO2 to form a metal-
bound bicarbonate, followed by displacement of bicarbonate
by a molecule of water. In the second step, the ZnII-bound
water molecule (see section 4.7) transfers a proton to
molecules of buffer in the solvent and regenerates the zinc-

950 Chemical Reviews, 2008, Vol. 108, No. 3 Krishnamurthy et al.



hydroxide form of CA. CA is an extremely efficient
catalyst: catalytic turnovers for several variants of CA are
among the highest known (kcat

CO2 ≈ 106 s-1), and the second-
order rate constants for these enzymes approach the limit of
diffusional control (kcat/Km

CO2 ≈ 108 M-1 s-1).14 Snider et
al. compiled a comprehensive list of values ofkcat/Km for
enzymes that have second-order rate constants that approach
the limit imposed by diffusion.16 Table 1 lists kinetic
constants for various isozymes of CA17-29 and (for com-
parison) other highly efficient enzymes.30-36

The catalytic activity of CA is not limited to the hydration
of CO2 (eqs 2-8). Although other activities may not be
relevant to its principal biological role, CA can catalyze the
hydration of aryl and aliphatic aldehydes37-39 and the
hydrolysis of a wide variety of esters in vitro.40,41 Bovine
CA II (BCA II) resolves mixtures of racemicN-acetylamino
acids by selectively hydrolyzing the ester of only one
enantiomer.42 Human CA I and CA II (HCA I and HCA II)
catalyze the hydrolysis of 1-fluoro-2,4-dinitrobenzene43 and
sulfonyl chlorides.44 HCA I and II also catalyze the hydration
of cyanamide to urea.45

While understanding of the mechanism of catalysis by CA
is most detailed for HCA II, the available evidence suggests
that all members of theR-CA family (see section 4.1) share
the same ping-pong mechanism. The active site of CA
contains a ZnII ion with a bound hydroxyl group (ZnII-OH)
surrounded by three histidine residues held in a distorted
tetrahedral geometry. Computational studies suggest that
carbon dioxide is not coordinated to the ZnII but instead binds
weakly (Kd ≈ 100 mM) in a hydrophobic region 3-4 Å away
from the ZnII complex.46,47 Evidence suggests that the ZnII-
bound hydroxy group attacks CO2 to initiate hydrolysis and
produce bicarbonate, which is displaced from the ZnII ion
by a molecule of water.48 The ZnII-bound water (see section
4.8) loses a proton to generate a new ZnII-OH for another
round of catalysis.46,49It is generally accepted that this proton
is shuttled to buffers in solution by a series of intramolecular
and intermolecular proton-transfer steps.50,51

Perhaps unexpectedly, the transfer of a proton from ZnII-
bound water to buffer molecules appears to be the rate-
limiting step in catalysis.48 Proton transfer involves His64,
which acts as a proton shuttle (see section 4.6).52 Mutation
of His64 to Ala generates a protein having 6-12% of the
activity of native enzyme for hydration of CO2, depending
on the buffer used in the experiment.53 Increasing the
concentration of buffer (from 0 to 0.5 M) enhances the rate
by up to 25%. In several crystal structures, the side chain of
His64 has been observed in two orientations, one pointed
into the active site toward the ZnII ion, and the other pointed
out of the active site.54 The dependence of these conforma-
tions on pH suggests a key role of His64 in the mechanism
of proton shuttling.55

Figure 1 outlines the details of the mechanism of hydration
of CO2 by HCA II.14 While rate constants for individual steps
in the CA-catalyzed hydration of CO2 are unknown, steady-
state rate constants have been determined for many isozymes
of CA (Table 1). Many groups have addressed these concepts
computationally; the results of these studies will not be
reviewed here.47,56-64

3. Medical Relevance
Bicarbonate, a primary substrate of CA, is active in many

biological processes: (i) as a counterion in sodium transport,
(ii) as a carrier for CO2, (iii) as a buffer, and (iv) as a
metabolite in biosynthetic reaction pathways.65 Although
carbon dioxide reacts spontaneously with water at 37°C to
produce a proton and bicarbonate (eq 1), this reaction is not
fast enough to accomplish the hydration of CO2 and the
dehydration of HCO3

- that are required for respiration in
living organisms.66

As far as we know, CA exists in all organisms. Its ubiquity
reflects the fact that CO2 is the terminal product of the
oxidative metabolism of carbon-based molecules. In mam-
mals, CA catalyzes the reversible hydration of CO2 to
bicarbonate (and the reverse reaction). These reactions are
important to a variety of biological processes, including the
following: (i) regulation of respiration and gas exchange,8,67,68

(ii) regulation of acid-base equilibria,67,69 (iii) vision,13,70,71

(iv) development and function of bone,72,73(v) calcification,73

Figure 1. Mechanism of catalysis of the hydration of CO2 by HCA
II.14 The putative structures of the species CA-OH and CA-OH2

+,
discussed in detail in the text, are indicated. We show the formal
chargeonlyon the zinc-bound water (and not the histidine residues)
to emphasize that this water ligand is acidic (analogous to a
hydronium ion being acidic) and adopt this convention throughout
the remainder of the review.

RCHO+ H2O h RCH(OH)2 (2)

RCO2Ar + H2O h RCO2H + ArOH (3)

RSO3Ar + H2O h RSO3H + ArOH (4)

ArOPO3
2- + H2O h HPO4

2- + ArOH (5)

ArF + H2O h HF + ArOH (6)

RSO2Cl + H2O h RSO3H + HCl (7)

H2NCN + H2O h H2NCONH2 (8)
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(vi) metabolism,7,10 (vii) signaling and memory,74,75 (viii)
gustation,76 (ix) production of saliva,77 (x) production of
pancreatic juices,78 (xi) intestinal transport of ions,78-81 (xii)
muscle function82-84 and the nervous system,80 (xiii) regula-
tion of seminal fluid,85 (xiv) adaptation to cellular stress,86,87

(xv) acidification of the extracellular environment around
hypoxic tumor cells,88 and (xvi) several biosynthetic path-
ways.75,89

CA plays an important role in the eye, where it is present
in the lens, vitreous body, cornea, and retina. Within the
ciliary body, the CA II-catalyzed formation of bicarbonate
is the primary mechanism for the transport of sodium into
the eye.90 The influx of sodium ions into the eye is
accompanied by the transport of water; both processes are
important in maintaining the aqueous humor. Inhibition of
carbonic anhydrase decreases the production of bicarbonate,
which subsequently lowers intraocular pressure.91 Oral and
topical arylsulfonamide inhibitors of CA dramatically reduce
intraocular pressure; this activity has made them mainstays
of the treatment of glaucoma.70,92,93In addition to their use
in treating glaucoma, inhibitors of CA are also used in
treating both macular degeneration and macular edema,
disorders that affect the central retina.94,95

In the nervous system, CA serves many functions. In the
choroid plexus, CA contributes to the production of cere-
brospinal fluid.96 In the brain, CA is found in oligodendro-
cytes and glial cells but is at the highest concentrations in
sensory neurons, where it is important in signal processing,
long-term synaptic transformation, and attentional gating of
memory storage.74,97 Activation of CA rapidly increases
levels of bicarbonate in memory-related neural structures.98

Regulation of the flux of bicarbonate into synaptic receptor
channels allows CA to function as a gate that regulates the
transfer of signals through the neural network.74 Inhibitors
of CA can (i) impair spatial learning without affecting other
behaviorssthis selective effect may be important for the
temporary suppression of memory;97 (ii) act as anticonvulsant
and antiepileptic agents;99 (iii) obviate or delay the use of
shunts in the brains of hydrocephalic infants and other
patients;100,101and (iv) effectively prevent episodic hypokale-
mic periodic paralysis.102

Inhibitors of CA are important in renal pharmacology as
diuretic agents. Sulfonamide inhibitors, such as acetazol-

amide (137, Table 10), increase the excretion of sodium and
bicarbonate by preventing the reabsorption of bicarbonate
and produce a diuretic effect.103 The thiazide class of inhib-
itors are potent diuretics that affect intracellular pH and de-
crease the transport of sodium ions across the luminal mem-
brane.103 As a consequence of their diuretic effect, inhibitors
of CA are used to treat hypertension and congestive heart
failure.104,105Inhibitors of CA can suppress the secretion of
gastric acid, which is important in treating ulcerogenesis,106-108

and they can normalize severe metabolic alkalosis.
CA is involved in the extracellular acidification required

for bone resorption at the osteoclast-bone interface.109,110

Defective bone resorption and a general failure of bone
remodeling characterize osteopetrosis, a rare disease that
produces dense, brittle bone and can be caused by a
hereditary deficiency in HCA II.111 Inhibition of CA has been
shown to reduce bone loss in postmenopausal osteoporosis,
a disease in which bones become extremely porous, are
subject to fracture, and heal slowly.112

CA provides bicarbonate as a substrate for a variety of
enzyme-catalyzed carboxylation reactions. Gluconeogenesis
requires mitochondrial CA V to provide bicarbonate for
pyruvate carboxylase, a key enzyme that replenishes inter-
mediates in the synthesis of fatty acids, amino acids,
neurotransmitters, and porphyrins. Inhibition of CA V can
reduce gluconeogenesis,113,114 ureagenesis, and lipogen-
esis.115,116Inhibitors of CA are used to treat acute mountain
sickness,117,118to improve the arterial oxygenation of patients
suffering from chronic obstructive pulmonary disease
(COPD),119,120and as antimicrobial agents.121

Supuran, Chegwidden, and others have recently observed
that inhibitors of carbonic anhydrase inhibit the growth of
several types of tumors in cell culture and in vivo.10,122-128

In addition, some isozymes of CA (in particular CA IX) and
CA-related proteins are overexpressed in tumors.129-135 The
exact connection between carbonic anhydrase and cancer is
currently under investigation. For example, HCA IX is
responsible for the hypoxia-induced acidification of the
extracellular environment of hypoxic tumor cells.88 Acidi-
fication (due to the activity of overexpressed HCA II, IX,
or XII) increases the invasive behavior of cancer cells.136

Acetazolamide decreases both the acidification around and
the invasiveness of certain cancer cells.88,136 Several sul-

Table 1. Steady-State Rate Constants for Hydration of CO2 by Isozymes of CA and Kinetic Constants, for Comparison, of Other
Highly Efficient Enzymes

Isozyme Source kcat × 10-5 (s-1) kcat/Km × 10-7 (M-1 s-1) Ref

CA I human 2 5 17
CA II human 14 15 17
CA III human 0.1 0.03 18
CA III bovine 0.064 0.04 19
CA IV human 11 5 20
CA IV murine 11 3.2 21
CA VA murine 3 3 22
CA VB human 9.5 9.8 27
CA VI human 3.4 4.9 28
CA VI rat 0.7 1.6 23
CA VII murine 9.4 7.6 24
CA IX human 3.8 5.5 25
CA XII human 4 7.4 25
CA XIII murine 0.83 4.3 26
CA XIV human 3.12 3.9 29
acetylcholinesterase eel electric-organ 0.14 16 30-33
catalase human 5.5 0.7 34
catalase horse liver 380 3.5 30, 35
â-lactamase human 0.02 10 30
superoxide dismutase human 0.04 800 36
triosephosphate isomerase human 0.043 24 30
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fonamides are currently being tested clinically for their effects
on tumor suppression.137,138

II. Structure and Structure −Function
Relationships of CA

4. Global and Active-Site Structure

4.1. Structure of Isoforms
The CAs are ubiquitous throughout nature and are

expressed in eukaryotes (e.g., animals and plants), eubacteria,
and archaea. CAs are divided into at least three classes based
on amino acid homology: (i)R-CAs from animals (all
mammalian CAs), plants, eubacteria, and viruses; (ii)â-CAs
from plants, bacteria, and animals (e.g.,C. elegans); and
(iii) γ-CAs from bacteria and plants.139,140 There are two
other possible classes of CA: (i)δ-CA TWCA1 from a
marine diatom,Thalassiosira weissflogii, which is possibly
a homolog ofR-CAs;141,142 and (ii) ε-CAs from bacteria,
which probably represent a subclass ofâ-CA that has
diverged such that only one of its two domains has retained
a viable active site.143,144This review covers only theR-CAs
because they are the most thoroughly studied and are the
only class present in humans. There are at least 16 members
of the R-CA family: CA I, II, III, IV, VA, VB, VI, VII,
VIII, IX, X, XI, XII, XIII, XIV, and XV. 26,145,146They have
wide-ranging cellular localizations: cytosolic (CA I, II, III,
VII, and XIII), membrane-bound (CA IV, IX, XII, XIV, and
XV), mitochondrial (CA VA and VB), and salivary secretions
(CA VI).145,146

We focus on HCA I, HCA II, andboVine carbonic
anhydrase II (BCA II) because they are soluble, monomeric,
of relatively low molecular weight (∼30 kDa), and extremely
well-characterized biophysically. There is a wealth of
structural information available on HCA I and HCA II
(Figure 2); this information makes them particularly well-
suited for biophysical studies. While BCA II is not as well-
characterized structurally as HCA I and HCA II (only two
crystal structures are available for BCA II147), these struc-
tures, and the high degree of sequence homology between
BCA II, HCA I, and HCA II (Figure 3), suggest a very
similar global and active site architecture of these isoforms.
BCA II is the least expensive pure commercial variant of
CA and often the one used in physical-organic studies.

An overlay of crystal structures of these isoforms shows
their high structural homology (Figure 4). The extensive
homology in amino acid sequence between these isoforms
is the basis for their similar physical properties and number
and types of chemically reactive side chains (Table 2).148-150

Details of the active site, as well as changes in the structures
of HCA I and HCA II (and by extension BCA II) upon
binding of ligands, are known from many structural studies

Figure 2. Ribbon rendering of HCA II from two perspectives, withR-helices in red andâ-sheets in blue. The N- and C-termini, the
C-terminal knot, and the primary residues involved in the initiation of folding and of coordinating the ZnII cofactor are indicated.

Figure 3. Amino acid sequences of HCA I, HCA II, and BCA II.
Sequence homology is denoted by the symbols “*”, “:”, and “.”;
“*” represents identical residues, “:” represents charge/polarity
conserved residues, and “.” denotes polarity conserved residues.
BCA II exists as two variants: an “R” form (shown here), where
residue 56 exists as an Arg, and a “Q” form, where it exists as
Gln. This residue is underlined above.
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by X-ray crystallography. In addition, numerous complexes
of CA with bound inhibitors have been characterized
structurally, thermodynamically, and kinetically. We discuss
these topics in sections 9-11.

4.2. Isolation and Purification
Methods for isolating and purifying CA are well-

established and widely accessible. Commercial sources
usually isolate isozymes HCA I, HCA II, and BCA II from
red blood cells, in which CA is the second most abundant

protein after hemoglobin. Academic laboratories typically
produce HCA II and BCA II by recombinant technology in
E. coli;151,152 this method provides the structural flexibility
and specificity of site-directed mutagenesis, which is useful
for biophysical and biochemical studies. The blood protein
and the wild-type recombinant construct are identical except
for the N-terminus, which is a post-translationally acetylated
Ser in the native CA and exists as Met-Ala or Ala in the
recombinant version.153

The laboratory procedure for the purification of HCA from
red blood cells involves lysis of the cells and removal of
the cellular remnants by centrifugation, followed by separa-
tion of hemoglobin from HCA on a sulfonamide-modified
agarose affinity column.154,155Divalent anions (e.g., sulfate
in 0.1 M tris-SO4/0.2 M Na2SO4, pH 9.0 buffer) do not bind
appreciably in the active site of HCA, and thus, they are
used to remove nonspecifically bound protein by screening
ionic interactions. The two isozymes of HCA can then be
eluted consecutively from the column. HCA I, which has a
higher dissociation constant for sulfonamides than HCA II,
is eluted with tris-SO4 buffer containing 0.2 M KI; HCA II
elutes with tris-SO4 buffer containing 0.4 M NaN3. Osborne
and Tashian showed that CA isozymes from other species
can be purified in a similar way, with only minor modifica-
tions.154 Commercial suppliers do not use the chromato-
graphic methods, but their exact procedures are proprietary.

The purification of recombinant protein proceeds in a
similar manner, with cell lysis, DNA digestion by DNase,
and centrifugation as the initial steps. CA can then be purified
by affinity chromatography, as described above, with only
one isozyme present in the lysate. Fierke and co-workers
developed another procedure for purifying recombinant HCA
II and its less active mutants.46,153,156The procedure consists
of the following: (i) agarose-based, cation-exchange column
chromatography and (ii) gel filtration column chromatogra-
phy. The latter procedure eliminates the need for extensive
dialysis to remove the azide ions used for elution in affinity
chromatography. These procedures routinely produce HCA
II at >90% purity, as determined by SDS-PAGE;156 these
purities are high enough for crystallization for X-ray dif-
fraction.

4.3. Crystallization
The limiting factor in the ability to solve three-dimensional

structures by single-crystal X-ray diffraction analysis is the
growth of protein crystals. Because of the large number of
crystal structures solved for CA and its excellent stability
under standard laboratory conditions, methods for growing
diffraction-quality crystals of CA and complexes of CA with
bound inhibitor are well-developed.

One typically uses the hanging-drop or sitting-drop method
to crystallize HCA II. These methods involve combining a
drop of a solution of the protein, methyl mercuric acetate
(MMA), and tris-sulfate with a precipitant buffer of am-
monium sulfate and tris-sulfate. The pH used in the buffer
depends on the desired conditions and has been reported in
the range of 4.7-10 (see Table 4). Sodium azide is
sometimes added to the drop and the precipitant buffer in
order to prevent microbial growth. Azide (199) is a weak
inhibitor of CA (Ki ) 0.59 mM with BCA II), and so
interpretations of electron density cannot ignore the pos-
sibility of binding of azide or the competition of azide with
other weakly bound ligands (see section 9.2.5).157 The
mercury from MMA coordinates to the Cys206 residue in

Figure 4. Overlay of X-ray structures of HCA I, HCA II, and
BCA II, with His residues in the active site highlighted. This image
was rendered using POV-Ray 3.5 (www.povray.org). The accession
numbers from the protein data bank (PDB) for the rendered
structures are 2CAB (HCA I), 2CBA (HCA II), and 1V9E (BCA
II).147,184,239

Table 2. Abundance of Reactive Amino Acid Side Chains in
HCA I, HCA II, and BCA II

HCA I HCA II BCA II (R) a BCA II (Q)a

Mb (g mol-1) 28 846.4 29 227.9 29 089.9 29 061.9
ε280

c (M-1 cm-1) 47 000 54 700 55 300 55 200
pId 6.60 7.40 5.90 5.40
amino terminus NHCOCH3 NHCOCH3 NHCOCH3 NHCOCH3

carboxy terminus CO2
- CO2

- CO2
- CO2

-

no. of amino acids 260 259 259 259
modifiable groups:e

Lys 18 24 18 18
Arg 7 7 9 8
His 11 12 11 11
Asp/Glu 27 32 30 30
Cys 1 1 0 0
Tyr 8 8 8 8
Ser 30 18 16 16
Thr 14 12 14 14
Trp 6 7 7 7
Phe 11 12 11 11

a R or Q variant at position 56.b Average isotopic mass calculated
from the primary sequence (with ZnII and with post-translational
modifications) with all residues in their neutral (un-ionized) forms.
c Nyman and Lindskog reported the extinction coefficients at 280 nm
(in units of L g-1 cm-1) to be 1.63 for HCA I, 1.87 for HCA II, and
1.90 for BCA II (assuming thatM ) 30 000 g mol-1, ε280 would be
48 900 for HCA I, 56 100 for HCA II, and 57 000 for BCA II).148 The
values reported here use the extinction coefficients from Nyman and
Lindskog together with the values ofM in this table.d Values of pI
were from Sigma Aldrich, Inc. (http://www.sigmaaldrich.com). These
data agree with those of Funakoshi and Deutsch (pI) 6.57 for HCA
I, pI ) 7.36 for HCA II)149 and Jonsson and Pettersson (pI) 5.9 for
BCA II).150 e Data from Swiss Prot (http://au.expasy.org/sprot/).
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HCA II,158 prevents aggregation of the crystals, and facilitates
the growth of diffraction-quality crystals that grow faster and
to a larger size than crystals grown in the absence of
MMA. 159Although the mercury does not perturb the structure
of the enzyme (beyond a conformational change of the side
chain of Cys206), it can be removed from the sample by
dialyzing the crystals against cysteine and ammonium sulfate
for 3 days, or by treatment of the crystals with 2-mercap-
toethanol.158,159 When preparing enzyme-inhibitor com-
plexes, the CA crystals may be cross-linked by adding a
solution of glutaraldehyde, ammonium sulfate, and tris-
sulfate to the hanging drop, followed by solution of the
inhibitor. BCA II has been crystallized simply in tris buffer,
pH 7.5, with 2.4 M ammonium sulfate as precipitant, without
the necessity for engineered cysteine residues and MMA.147

4.4. Structures Determined by X-ray
Crystallography and NMR

4.4.1. Structures Determined by X-ray Crystallography
X-ray structural analysis has established the structure of

wild-type CA, with and without bound inhibitors. The
environment of the catalytic ZnII ion in the active site and
how inhibitors interact with this ion and with the adjacent
amino acid residues are well-established. X-ray crystal-
lography has also demonstrated how site-specific mutations
affect the local and global structures of CA. These mutant
structures have been used to infer the mechanism of binding
and catalysis for the wild-type (w.t.) enzyme.

As of December 2007, there were 279 X-ray structures of
CA in the Protein Data Bank (PDB);160 of these, 245 were
isoforms of HCA. HCA II, with 221 structures, is by far the
most commonly studied (unless otherwise stated, this review
numbers residues according to the structure of HCA II).
Structures for CAs from several non-human species also exist
(Table 3).144,147,161-178 Considering the widespread usage of
the relatively inexpensive BCA II, it is surprising that there
exists only one high-resolution crystal structure for BCA II
(PDB accession number 1V9E, at 1.95 Å resolution)147 and
one structure for the Gln253Cys mutant of this enzyme
(1V9I, 2.95 Å).

Studies using inhibitors and mutations have motivated the
majority of crystal structures of HCA I and II. The resolution
of most of these structures is in the range of 2.0( 0.5 Å,
which is adequate for modeling the interactions of the
inhibitors in and around the active site, as well as for
observing the effects of mutations on structure. X-ray
structures of both native and mutant isozymes of HCA
provide useful information on how inhibitors bind in the
active site and at nearby hydrophobic sites (see section 4.6).
Table 4 lists all of the structures in the PDB of native HCA
with45,128,162,179-238 and without54,183,184,239-242 bound ligands.
Table 5 lists the structures of mutant HCAs and the motiva-
tion for constructing each mutation.153,156,158,179,180,183,242-268

Information gained from studies on mutants of HCA
(mainly HCA II) has been invaluable in elucidating the
mechanism of catalytic hydration of CO2. Mutations of
Thr199 alter the coordination sphere of ZnII and create
proteins that bind zinc both more strongly and more weakly
than the w.t. enzyme.243,244 Mutations of the ZnII-binding
histidine residues have clarified the importance of plasticity
of the ZnII-binding site; these mutations often lead to loss
(i.e., weak binding) of the ZnII ion.245,246Other studies have
explored the importance of indirect ligandssthat is, residues
that interact with the ZnII-bound residues but not directly
with the ZnIIsby introducing mutations into the ZnIIOH-
Thr199-Glu106 triad156,179,247and into the rest of the indirect
ligand-metal248,269hydrogen-bonding network (see section
6 and Table 5).

Certain mutations enhance the binding of metal ions to
HCA, and some metal ions bind readily to the native apoen-
zyme. To date, crystallized metallovariants includeapo-HCA
(protein with no metal in the binding site), ZnII (w.t.), CdII,
CoII, CuII, HgII, MnII, and NiII. Tables 4 and 5 include many
of these structures. Section 5 and Table 6 contain a more
detailed discussion of these and other metallovariants of CA.

4.4.2. Structure Determined by NMR
While X-ray studies have provided useful structural data

for mutated and native CA, both with and without bound
ligands, they cannot provide information on solution-phase
structural dynamics of the enzyme or its bound inhibitors.

Table 3. X-ray Crystal Structures for CA of Non-Human Species

Species Common name CA isoform CA class PDB ID(s)a Res (Å) Ref

Bos Taurus cow II R 1V9E, 1V9Ib,c 1.95-2.95 147
III R n/a 2.0 161

Mus musculus mouse IV R 2ZNC, 3ZNCd 2.80 162
V R 1DMX, 1DMY, 1KEQ, 1URT 1.88-2.8 163-165
V-MI f R n/a 1.88 164
XIV e R 1RJ5, 1RJ6g 2.81-2.9 166

Rattus norVegicus rat III R 1FLJ 1.80 167
Neisseria gonorrheae gonorrhea R 1KOP, 1KOQ 1.90 168
Dunaliella salina green alga II R 1Y7W 1.86 169
Porphyridium purpureum red alga â 1DDZ 2.20 170
Pisum satiVum pea â 1EKJ 1.93 171
Escherichia coli E. Coli â 1I6O,1I6P, 2ESF, 1T75c 2.00-2.5 172, 173
Mycobacterium tuberculosis M. tuberculosis Rv3588c â 1YM3, 2A5V 1.75-2.2 174, 175

Rv1284 â 1YLK 2.0 175
Haemophilus influenzae â 2A8C,2A8D 2.20-2.3 173
Halothiobacillus neapolitanus CsoSCA â 2FGY 2.20 144
Methanobacterium thermoautotrophicum â 1G5C 2.10 176
Methanosarcina thermophila γ 1QQ0,1QRE, 1QRF, 1QRG,

1QRL, 1QRM, 1THJ
1.46-2.8 177, 178

a The structure with the highest resolution is bold.b 1V9I is a site-specific mutant (Gln253Cys) of BCA II.c Not published: 1V9I, 1T75.d 3ZNC
is complexed with brinzolamide (161). e Extracellular domain.f This isoform is a double mutant (Phe65Ala, Tyr131Cys) of MCA V in which the
introduced Cys residue was modified with 4-chloromethylimidazole to introduce a methylimidazole (MI) group.164 g 1RJ6 is complexed with
acetazolamide (137).
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Table 4. X-ray Crystal Structures of Native Carbonic Anhydrases of Human Origin
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For this kind of information, researchers have thus far
turned to NMR. Most of the NMR studies involving
complexes of benzenesulfonamides with CA have explored
the stoichiometry,270-275 coordination,273,275-277 and internal
motion270-274 of ligands bound to the active site. We discuss
those studies here.

To the best of our knowledge, there are no high-resolution
solution structures of CA determined by NMR-based tech-
niques, as CA is marginally too large for NMR to be
practical. Recent advances in NMR spectroscopy, however,
may now make such structures obtainable.278,279So far, only
triple resonance experiments (1H, 13C, 15N) and15N hetero-
nuclear NOE data on HCA I and perdeuterated HCA II with
site-specific15N-labeling have aided in the assignment of
backbone and side-chain resonances, as well as in the
determination of the secondary structure and global fold for

Table 4 (Continued)

a The active site is free in this structure.b New crystal form.c Not published.d Perdeuterated HCA II.e Mutations C183S and C188S (opposite
the active site) were made to enhance crystallization and did not affect catalysis.f The species is located in or near the active site but does not
directly complex the metal.g CA activator.

number fluorination

51 none
55 2-fluoro

4-fluoro
56 2,3-difluoro

2,4-difluoro
2,5-difluoro

57 2,6-difluoro
2,3,4-trifluoro
2,4,6-trifluoro
3,4,5-trifluoro

58 pentafluoro
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Table 5. X-ray Crystal Structures of Mutant Carbonic Anhydrases of Human Origin

Isoform Mutation Engineereda
Complex;

Metal (non-ZnII) PDB ID Res. (Å) pH Ref

Hydrophobic Pocket and Wall
HCA II V121A widens hydrophobic pocket 12CA 2.40 153
HCA II V143F hydrophobic pocket depth affects

catalytic activity
6CA2 2.50 158

HCA II V143G idem 7CA2 2.40 158
HCA II V143H idem 8CA2 2.40 158
HCA II V143Y idem 9CA2 2.80 158
HCA II L198R altered mouth of hydrophobic pocket,

catalytic efficiency
1HEA 2.00 253

HCA II L198E idem 1HEB 2.00 253
HCA II L198H idem 1HEC 2.00 253
HCA II L198A idem 1HED 2.00 253
HCA II L198E side-chain mobility, charge and

hydrophobicity affect substrate affinity
AZM b 1YDA 2.10 254

HCA II L198R idem AZMb 1YDD 2.10 254
HCA II L198F idem/HCA III mimic AZMb 1YDB 1.90 254
HCA II L198F idem/idem 1YDC 1.95 254
HCA III F198Lc increased catalytic activity/HCA II

mimic
1Z97 2.10 242

HCA II F131V electrostatics of ligand benzyl/Phe131
interaction

sulfamoyl
benzamidesd

see belowd 1.8-1.96d 180

HCA II F131V intermolecular interactions between
bound ligands

sulfamoyl
benzamidese

see belowe 1.8-1.93e 249

HCA II P202A decreased folded-state stability,
maintained activity

1MUA 1.70 255

Direct and Indirect Ligands of ZnII

HCA II T200H HCA I mimic HCO3 1BIC 1.90 256
HCA II T200S increased esterase activity 5CA2 2.10 257
HCA II T199C tight Zn binder, engineered Zn

coordination polyhedron
1DCA/1DCB 2.20/2.10 244

HCA II T199D fM ZnII binder; fourth ZnII ligand 1CCS 2.35 243
HCA II T199E idem 1CCT 2.20 243
HCA II T199H weak ZnII binder SO4

2- 1CCU 2.25 243
HCA II T199P, C206S novel binding interactions:

ZnII-bound sulfur of ligand
2-ME 1LG5 1.75 258

HCA II idem tetrahedrally coordinated SCN-

binding to ZnII
SCN- 1LG6 2.20 258

HCA II idem new bicarbonate binding site HCO3 1LGD 1.90 258
HCA II T199V disrupts zinc OH-T199-E106

hydrogen bond network
N3

-/O4
2- 1CVA /1CVB 2.25/2.40 156

HCA II T199A idem none/HCO3 1CAL/1CAM 2.20/1.70 247
HCA II E106A idem SO4

2- 1CAI 1.80 247
HCA II E106D alters ZnII-OH-T199-E106

hydrogen bond network
SO4

2- 1CAJ 1.90 247

HCA II E106Q idem SO4
2- 1CAK 1.90 247

HCA II E106Q alters hydrogen bond network
and ligand binding

acetic acid 1CAZ 1.90 179

HCA II H94C engineering ZnII affinity,
discrimination, functionality

apo 1HVA 2.30 250

HCA II H94A metal-binding site plasticity apo 1CVF 2.25 245
HCA II H94C idem 2-ME; apo 1CNB 2.35 245
HCA II H94C idem 1CNC 2.20 245
HCA II H119C idem 1CVD 2.20 245
HCA II H119D idem 1CVE 2.25 245
HCA II H96C idem 1CVH 2.30 245
HCA II H94D redesigned ZnII binding site 1CVC 2.30 246
HCA II H94N electrostatic effects on ZnII

binding affinity, coordination
tris (buffer)/AZMb 1H4N /2H4N 2.00 /1.90 259

HCA II H119N idem 1H9N 1.85 259
HCA II H119Q idem 1H9Q 2.20 259
HCA II E117Q indirect ligand increases ZnII

complexation kinetics
apo 1ZSA 2.50 252

HCA II E117Q idem/decreases ligand affinity AZMb 1ZSB 2.00 252
HCA II E117Q idem/decreases catalytic activity 1ZSC 1.80 252
HCA II E117A indirect ligand-metal network Cl- 1CNG 1.90 248
HCA II Q92E idem 1CNH 2.05 248
HCA II Q92A idem 1CNI 1.80 248
HCA II Q92N idem 1CNJ 1.80 248
HCA II Q92L idem SO4

2- 1CNK 2.15 248
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HCA I and HCA II.280,281These studies provide the founda-
tion for a complete solution structure, as well as for
understanding the kinetics and pathway of folding, of HCA
I and HCA II.

Kanamori and Roberts used15N NMR to demonstrate that
arylsulfonamides bind as the anion (ArSO2NH-) to the ZnII

ion of HCA I, primarily through the sulfonamide nitrogen.276

Binding in this form requires deprotonation of the sulfon-
amide group. The pKa of this group (e.g., 10) is, therefore,
an important factor in binding. In sections 9 and 10, we
describe in detail the influence of this pKa on the observed
binding affinity.

Arylsulfonamide inhibitors typically form 1:1 ligand/
protein complexes with CA.270-273 Kim et al. observed 2:1

Table 5 (Continued)

Isoform Mutation Engineereda
Complex;

Metal (non-ZnII) PDB ID Res. (Å) pH Ref

Hydrophobic Core Residues
HCA II F95M, W97V influence of hydrophobic core

on metal binding, specificity
1FQL 2.00 251

HCA II F93I, F95M, W97V idem 1FQM 2.00 251
HCA II idem idem apo 1FQN 2.00 251
HCA II idem idem CoII 1FQR 2.00 251
HCA II idem idem CuII, SO4

2- 1FR4 1.60 251
HCA II F93S, F95L, W97M idem 1FR7 1.50 251
HCA II idem idem apo 1FSN 2.00 251
HCA II idem idem CoII 1FSQ 2.00 251
HCA II idem idem CuII 1FSR 2.00 251

Proton Shuttle
HCA II Y7H altered rate of proton transfer

by proton shuttle H64
1LZV 2.30 262

HCA II Y7F removed hydrophilicity of
proton-shuttle residues

SO4
2- 2NXR 1.70 8.2 266

HCA II idem idem SO4
2- 2NXS 1.80 10.0 266

HCA II idem idem 2NXT 1.15 9.0 266
HCA II N62L idem 2NWO 1.70 8.2 266
HCA II idem idem SO4

2- 2NWP 1.80 6.0 266
HCA II N67L idem 2NWY 1.65 8.2 266
HCA II idem idem SO4

2- 2NWZ 1.80 6.0 266
HCA II H64A loss of the catalytic proton shuttle 1G0F 1.60 260
HCA II idem chemical (4-MI) rescue of the

catalytic proton shuttle
4-methyl imidazole 1G0E 1.60 260

HCA II idem idem 4-methyl imidazole 1MOO 1.05 261
HCA II H64W idem 2FNK 1.80 267
HCA II W5A, H64W idem 2FNM 1.80 267
HCA II idem idem 4-methyl imidazole 2FNN 1.80 267
HCA II H64A, N62H effect of proton shuttle location

and pH on H+ transfer
SO4

2- 1TG3 1.80 6.0 183

HCA II idem idem 1TG9 1.90 7.8 183
HCA II H64A, N67H idem SO4

2- 1TH9 1.63 6.0 183
HCA II idem idem 1THK 1.80 7.8 183
HCA II H64A, T200H idem Cl- 1YO0 1.80 6.0 263
HCA II idem idem SO4

2- 1YO1 1.70 7.8 263
HCA II idem idem 1YO2 1.80 9.3 263
HCA III K64H, R67Nc partial recovery of the proton-transfer

rate of HCA II
2HFW 2.50 268

HCA III K64H c idem 2HFX 1.70 268
HCA III R67Hc idem 2HFY 2.60 268
HCA II A65F residue size, not polarity, hinders

proton transter
1UGA 2.00 264

HCA II A65G idem N3
- 1UGB 2.00 264

HCA II A65H idem 1UGC 2.00 264
HCA II A65S idem 1UGD 2.00 264
HCA II A65L idem 1UGE 1.90 264
HCA II A65T idem N3

- 1UGF 2.00 264
HCA II A65S idem 1UGG 2.20 264
HCA I H67R enhanced esterase activity, second

ZnII binding site
ethylene glycol 1J9W 2.60 265

HCA I idem idem ZnII; ethylene glycol; Cl- 1JV0 2.00 265

a If the crystal structure corresponds to a mutation that has been engineered into the isoform, this column describes the purpose of this mutation.
b 5-Acetamido-1,3,4-thiadiazole-2-sulfonamide (137). c Two additional mutations opposite the active site, Cys183Ser (Cys182Ser) and Cys188Ser,
were made to enhance crystallization and did not affect catalysis.d Compounds, PDB IDs, and resolutions: none, 1G3Z, 1.86;55, 1G45, 1.83;56,
1G46, 1.84;57, 1G48, 1.86;58, 1G4J, 1.84; and51, 1G4O, 1.96.e Compounds (4-(aminosulfonyl)-N-[(X-phenyl)methyl]benzamide), PDB IDs,
and resolutions: X) 4-fluoro, 1I9L, 1.93; X) 2,4-difluoro, 1I9M, 1.84; X) 2,5-difluoro, 1I9N, 1.86; X) 2,3,4-trifluoro, 1I9O, 1.86; X)
2,4,6-trifluoro, 1I9P, 1.92; and X) 3,4,5-trifluoro, 1I9Q, 1.80.
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binding of fluoroaromatic ligands (SBB) to the Phe131Val
mutantof HCA II (but not to native HCA II, which only
formed 1:1 complexes with these inhibitors); X-ray structures
showed that one sulfonamide bound to the active site of HCA
II and the other sulfonamide bound at the interface between
two HCA II proteins in the crystal lattice.180,249 NMR
experiments, however, showed that these sulfonamides bound
in a 1:1 complex in solution.249 By X-ray crystallography,
Jude et al. observed 2:1 complexes for the binding of the
two-pronged (sulfonamide and CuII ion) inhibitors218, 219,
234, and235to HCA I and HCA II.181 One of these inhibitors
coordinated to ZnII and His64, while the other bound at the
rim of the active site near the N-terminus of the enzyme.
This secondary binding site differs from the site that Kim et
al. observed.180,249 Jude et al. confirmed that the 2:1 stoi-
chiometry persists in solution by isothermal titration calo-
rimetry (ITC). Dugad et al. proposed 2:1 complexes for the
binding of compounds207-209 and 2,5-difluorobenzene-
sulfonamide to HCA I and HCA II with a pentacoordinated
ZnII ion in the active site, on the basis of19F NMR
experiments.274,275 Krishnamurthy et al. observed only 1:1
complexes for the binding of209 to BCA II and HCA I by
19F NMR and confirmed this 1:1 stoichiometry for the
binding of ligands207-212 to BCA II by ITC and for the
binding of 209 to HCA II by X-ray crystallography.182 In
addition to structural information, NMR also characterizes
the internal motion of bound inhibitors270-274 and of the
enzyme active site itself.272 Except for pentafluorobenzene-
sulfonamide (212), which contains magnetically distinct
environments for each fluorine atom when bound to HCA
II,271 the aromatic ring of benzenesulfonamides rotates rapidly
on the NMR time scale about its C(1)-C(4) axis.270,273,274

BCA II forms a 1:1 complex withp-methylbenzenesulfon-
amide (6, Table 10) at pH 6.0.272 While 13C-1H NOE
experiments suggested that the internal mobility of the
R-carbons in the enzyme is restricted upon binding of the
inhibitor, 15N[1H] NOE experiments qualitatively indicated
the existence of some internal mobility of the bound inhibitor.

Metal substitution facilitates the study of inhibitor binding.
Metals that have a spin-1/2 nucleus (67Zn, the only naturally
occurring isotope of Zn with nonzero spin, has a spin of
5/2) provide a mechanism for efficient dipolar relaxation of
15N bound to the metal atom in the active site.111Cd and
15N NMR have shown that both arylsulfonamides andN-hy
droxyarylsulfonamides bind to HCA I, BCA, and111Cd-BCA
via an anionic nitrogen.276,277 15N NMR alone cannot detect
the binding of theN-hydroxyarylsulfonamide, since these
species have no NMR-active atoms on the bound nitrogen
to yield a nitrogen signal. Metal variants such as111Cd are,
therefore, required for this study and other studies of this
type. Metallovariants are discussed further in section 5.

These studies suggest that one must consider factors other
than the static structure of an enzyme in the design of
inhibitors. Upon binding of a ligand, the steric constraints
in the active site may change, and the resulting structure is
difficult to predict. In addition, the internal motion of ligands
and of amino acid residues in the active site may influence
the manner in which ligands bind. For example, ligands may
form contacts with the protein that change as the ligands
rotate within the active site and as the active site relaxes
around the ligands. Thus, while X-ray structures are enor-
mously useful, they alone do not completely detail the factors
that should be included in the design of ligands for a given
protein.

4.5. Global Structural Features
CA is a globular protein with a high degree of tertiary

and secondary structural homology between isoforms. HCA
II is roughly ellipsoidal in shape and has well-defined
secondary structural elements. The enzyme has diameters
of 40 and 42 Å along the minor axes and 56 Å along the
major axis. (We estimated these values by measuring the
distance between nuclei of farthest lying atoms along each
axis using Deep View/Swiss-PdbViewer 3.7.)282 These
dimensions agree with those that Pocker and Sarkanen40 and
Eriksson et al.240 measured for HCA II: 40× 42 × 55 Å
and 39× 42 × 55 Å, respectively. The structure ofR-CAs
is dominated by a central, ten-stranded, twistedâ-sheet,âA
to âJ (running from front-left to back-right in Figure 4; see
also Figure 2) and also contains sevenR-helices surrounding
the sheet.40,240 Another interesting structural feature of CA
is the C-terminal knot (Figure 2)sthat is, the knot that would
form near the C-terminus if one were to grab both ends of
the native structure and pull. Knots of this sort are rare (see
section 15).

The global structure of HCA II changes minimally over a
wide range of values of pH (5.7-8.4), upon binding of
ligands and upon the removal of the ZnII ion. The root-mean-
square (rms) deviation of CR atoms in the superposition of
structures with and without bound inhibitors for HCA II is
0.2 Å; few side chains have shifts> 1 Å.283,284 Most
importantly, His64 undergoes a relatively large shift in
position when the pH is reduced below 7 by rotating 64°
about theø1 torsion angle.183 Nair and Christianson measured
an rms difference of 0.2 Å between their structure at pH 5.7
and that reported by Eriksson et al. for pH 8.5.240,285

Håkansson et al. observed that the structure of native HCA
II at pH 6.0 is almost indistinguishable from that at pH 7.8;
the rms deviation of CR atoms between the two structures is
0.044 Å.184 Moreover, they measured an rms deviation of
0.098 Å for the CR atoms of the native and apo forms of the
enzyme at pH 7.8.

Figure 5 shows maps of acidic and basic residues (parts
A and B) as well as hydrophobic and polar residues (parts

Figure 5. Surface rendering of opposite faces of HCA II (PDB/
2CBA184) showing (A and B) acidic residues in red and basic
residues in blue and (C and D) hydrophobic residues in yellow
and polar residues in green. At pH 7-8, the red regions have a
negative charge; the blue regions have a positive charge. The arrows
indicate the active site.
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C and D) of HCA II. While the surface of the enzyme
opposite the active site (parts B and D of Figure 5) shows a
majority of polar residues (Figure 5D), these residues are
not arranged in any obvious pattern in terms of local acidity.
In striking contrast, the “front” side of HCA II (i.e., the same
side as the active site, which is marked by arrows in parts A
and C of Figure 5) shows a large basic patch (blue) that
surrounds the active site. On the other side of this patch,
there is a large hydrophobic pocket (yellow, Figure 5C),
which has been posited to be the binding site for carbon
dioxide,47 and below which lies a large acidic patch. These
large polar patches may facilitate entry and exit of bicarbon-
ate to and from the active site, where the substrate binds in
the hydrophobic pocket.

The robust structure of CA makes the protein easy to
manipulate. Invariance of the structure of CA (at least HCA
II) as a function of pH suggests that changes in the binding
properties of ligands at various values of pH are due to
chemical effects in the active site (e.g., protonation of the
enzyme or ligand) rather than to global structural effects.
The structural homology betweenR-CA isozymes implies
that findings for one isozyme are likely to be relevant for
other isozymes and other species.

4.6. Structure of the Binding Cavity
The binding cavity of CA is a complex space surrounding

the catalytic ZnII ion and has been the focus of much research
for the past three decades. The binding cavity includes three
functional regions: (i) the primary coordination sphere
around ZnII, comprising histidine residues and a hydroxide
ion or water (see section 4.7); (ii) the primary and secondary
hydrophobic faces that bind ligands and substrates; and (iii)
a hydrophilic face that is believed to regenerate the catalytic
activity of the protein through a proton shuttle. Understanding
the structure of this part of the protein is essential for
effective biophysical and physical-organic studies of ligand
binding.

All isoforms of CA have a conical cavity at the active
site; this cavity is roughly 15 Å in diameter at its mouth and
15 Å deep.40,240This conical cavity is visible at the centers
of parts A and C of Figure 5. The catalytic ZnII ion, Zn262,
lies at the apex of the cone near the center of the protein
and is coordinated in a distorted tetrahedral arrangement to
a hydroxide ion or water molecule (water263) and three
histidine residues, His94, His96, and His119, which are
located on the centralâ-sheetsHis94 and His96 onâD and
His119 onâE.240,286,287

There are small but noticeable changes in the geometry
of the active site as a function of pH. The presence and
location of various water molecules in and around the active
site changes as the pH increases from 6.0 to 7.8.184,288The
geometry of the part of the active site comprising water263,
Zn262, His94, His96, and His119, however, remains similar
with bond distances and angles varying at most by 0.04 Å
and 2.7°, respectively.184 Perhaps the most important influ-
ence of pH on the structure of CA is that of water263, which
is bound at the active site to ZnII. The pKa of this group,
and its influence on the binding of ligands, are discussed
further in sections 4.7 and 10, respectively.

The binding cavity of CA has hydrophobic and hydrophilic
faces (Figure 5C). The residues of thehydrophobicface that
make up primary and secondary binding sites are located
above and to the right of the active site in Figure 5C. The
primary site, known as the hydrophobic pocket, consists of

Val121, Val143, Leu198, and Trp209289 and is believed to
bind CO2 adjacent to the ZnII-bound hydroxide.47,289,290

Silverman and Lindskog suggest that Val207 also contributes
to this pocket.14

The secondary hydrophobic binding site is located farther
from the active site than the primary hydrophobic pocket.
Many inhibitors of CA bind to this region of the hydrophobic
face in addition to the active site ZnII itself. For example,
Figure 6 shows an arylsulfonamide inhibitor with a trieth-
ylene glycol tail (Table 10, compound84) that contacts
residues in the hydrophobic pocket.185 Interactions with the
secondary hydrophobic binding site require the use of long-
chain linkers between a hydrophobic tail and a ZnII-binding
head group.

Thehydrophilic face of the binding cavity was character-
ized first by Eriksson et al. (Figure 7).240 Of the eight residues
on this face, Thr199 and Thr200 are nearest to the entrance
to the cavity, while His64 is located on the opposite side of
this entrance. The other five active site residues, Tyr7, Asn62,
Asn67, Gln92, and Glu106, are involved in an intricate
network of hydrogen bonds with nine ordered water mol-
ecules in the active site.240,287 Residues Tyr7, Asn62, and
Asn67 refine the efficiency of proton transfer between the
ZnII-bound water and His64.266 Residues Glu117, His107,
Asn244, and Arg246, which lie buried in the vicinity of the
active site, are involved indirectly in the network. These
residues orient the side chains that line the active site cavity
and support their stable conformation.240

Figure 7 shows a network of hydrogen bonds among
amino acid side chains and water molecules within the active
site of HCA II. This network contributes to the catalytic
activity of the enzyme, as well as to the affinity of the
enzyme for ZnII. Hydrogen bonds from the direct (those
residues that coordinate ZnII) to the indirect ligands, which
orient the imidazole rings of the His residues coordinated to
Zn, include the following: (i) Nδ1 of His94 to Oε1 of Gln92;
(ii) Nδ1 of His96 to O of Asn244; and (iii) Nδ2 of His119
to Oε2 of Glu117, which also accepts a hydrogen bond from
Nδ1 of His107 that orients Glu117. The Oε1 atom of Glu106
accepts a hydrogen bond from the proton on the Oγ1 atom
of Thr199. This bond aligns the Oγ1 atom on Thr199 to
accept a hydrogen bond from the Zn-bound hydroxide ion
and to orient the lone pair of the hydroxide ion for

Figure 6. Model for the binding of compound84 to HCA II based
on the deposited X-ray crystallographic coordinates (PDB/
1CNW).185 Catalytically important residues and residues that
contribute to the primary and secondary hydrophobic binding sites
for this ligand are shown.
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nucleophilic attack on CO2.184,240 When an inhibitor binds
in the active site of CA, the Oγ1 atom on Thr199 can accept
a hydrogen bond from the inhibitor. If, however, the inhibitor
cannot donate a hydrogen bond to Thr199 (as is the case for
SCN-), then Thr199 can repel the ligand and cause it to bind
the ZnII in a distorted pentagonal geometry.186 A very high-
field ligand, such as CN-, can also cause distortion to a
pentagonal geometry.291

When CO2 binds to CA, computational,47 13C NMR292,293

and X-ray188,198,294studies suggest that the CO2 binds in
the hydrophobic pocket and displaces the “deep water”
(water338) that forms a hydrogen bond to the amide NH
backbone of Thr199. Håkansson et al.184 proposed that CO2
binds to HCA II in the same location and orientation as
cyanate.294 X-ray structures with HCA II showed that both
cyanate (NCO-), which is isostructural and isoelectronic with
CO2, and cyanide (CN-) accept a hydrogen bond from the
amide NH backbone of Thr199 but do not displace the zinc-
bound water.294 Interestingly, cyanamide (264), which is also
isostructural and isoelectronic with CO2, binds to HCA II in
a completely different manner:264 coordinates to ZnII,
points away from the hydrophobic pocket, and forms
hydrogen bonds with the Oγ1 atoms of Thr199 and
Thr200.221

Perhaps the most important catalytic feature involving the
water molecules in the active site is the His64 residue, which
acts as a “proton shuttle” that aids in the transfer of a proton
from the ZnII-bound water263 to buffer molecules in the final

step of the catalytic mechanism of CO2 hydration (see section
2 and Figure 7: bold, red, hydrogen-bonded network).53 A
change in pH causes an important structural change in the
conformation of His64 in HCA II that suggests the role of
this residue in the mechanism of proton shuttling.55,183,240,285

For example, at pH 5.7, His64 appears to occupy an alternate
conformation, in which the imidazole side chain is directed
away from the active site by a 64° rotation about theø1

torsion angle.
While the hydrophilic face is essential for catalysis, the

hydrophobic face remains the part of the active site to which
most drugs are targeted. Understanding the structure of the
hydrophobic face is, therefore, important in designing
inhibitors with optimal affinities. Knowledge of the structure
of the hydrophilic face is necessary for understanding the
catalytic activity of CA.

4.7. ZnII-Bound Water
The catalytic ZnII cofactor in the active site of CA is

coordinated in a tetrahedral geometry by three histidine
residues and water263 (see Figures 2, 6, and 7). As a
universal feature of all known ZnII-metalloenzymes, the ZnII

ion activates this water molecule for catalysis; in the case
of CA,295 this activation is believed to be carried out via
deprotonation of the Zn-bound water (ZnII-OH2

+) to yield
a ZnII-hydroxide (ZnII-OH). The pKa of the ZnII-OH2

+

(pKa(CA-ZnII-OH2
+)) is believed to be 6.8 for HCA II,269

and defining this value has been the subject of substantial
research, because it is important in understanding both the
catalytic hydration of CO2 and the binding of inhibitors. This
section discusses both processes and focuses on the impor-
tance of the pKa(CA-ZnII-OH2

+) in the study of CA-ligand
interactions.

The currently accepted mechanism for catalysis by CA of
the hydration of CO2 involves several steps:14 (i) attack on
CO2 by the ZnII-bound hydroxide (deprotonated water263)
to form bicarbonate; (ii) binding of a water molecule to the
ZnII at a position adjacent to the bicarbonate ion; (iii) leaving
of bicarbonate; and (iv) transfer of a proton from the newly
bound water (now water263, or ZnII-OH2

+) to the buffer
(Figure 1). The last step, in which water263 loses H+, is
believed to be the rate-limiting step in this process.48 The
pH-dependence of the catalytic activity of CA, both as a
hydratase and an esterase, strongly suggests the influence
of a single ionizable group with pKa 6.8 (for HCA II), and
this group is widely believed to be water263.14,48,269,296,297

Lipton et al., however, used solid-state67Zn-NMR to infer
that the species coordinated in the fourth position of ZnII is
hydroxide from pH 5 to 8.5.298 This proposal suggests a pKa

for the zinc-bound water that is<5. It is the only study that
disagrees with a value of 6.8 for pKa(CA-ZnII-OH2

+).
Fisher et al. observed ZnII-boundwater in a high-resolution
(1.05 Å) X-ray structure of HCA II crystallized at pH 7.8;
assuming a pKa of 6.8, at this pH, water263 should be
deprotonated to hydroxide.54 The authors noted, however,
that the ionization state of titratable groups in a crystal and
in solution may be different.

Values for pKa(CA-ZnII-OH2
+) vary slightly among the

different isozymes: Kiefer et al. estimated a value of 6.8
for HCA II by monitoring esterase activity as a function of
pH;269 Coleman found a value of 8.1 for HCA I (also for
CoII-HCA I); and Kernohan inferred a value of 6.9 for BCA
II using a similar procedure.296,297,299Values ranging from
6.4 to 7.1 have been reported for CoII-BCA II,300-302 with
6.8 prevailing as the accepted value.291

Figure 7. Hydrogen bonding in the active site of HCA II. All
hydrogen bonds are shown in dashed lines. In pink are the hydrogen
bonds and residues involved in orienting the imidazole rings of
His94, His96, and His119. In blue are the residues involved in
orienting the lone pairs on the zinc-bound hydroxyl ion for optimal
nucleophilic attack. In red are the water molecules and His64 that
make up the proton shuttle that regenerates the zinc-bound hydroxyl
ion via deprotonation of the zinc-bound water molecule. The thin
green dashed lines represent other, less crucial hydrogen bonds
within the active site and further buried residues adjacent to the
active site. The view is down an axis made up of the catalytic ZnII

cofactor (gray) and the zinc-bound hydroxyl ion (H2O 263). The
hydrophobic pocket (see Figure 6) lies in the area indicated by the
orange ellipse and extends to the space above His119, His96, and
Thr200. In italics are mutations of direct (Thr199, His119, His96,
His94) and indirect (Glu117, Gln92) ligands to ZnII, carried out by
Fierke and Christianson (section 6). Modified with permission from
ref 706. Copyright 2004 American Chemical Society.
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The protein environment surrounding the ZnII cofactor can
have a significant influence on the value of pKa(CA-ZnII-
OH2

+). For HCA II, mutations of Thr199,303 and of the
residues involved directly304 and indirectly269 in coordi-
nating ZnII, modulate the value of pKa(CA-ZnII-OH2

+).
Computer simulations of HCA II suggest that Glu106,
Glu117, and Arg246 make the greatest contributions to the
value of pKa(CA-ZnII-OH2

+).305 The linear relationship
observed between pKa(CA-ZnII-OH2

+) and log(kcat/Km) for
CO2 hydration among a series of mutants of HCA II implies
that stabilization of the negative charge on the oxygen atom
in ZnII-OH is a critical factor in catalysis.269 The effective
charge on the ZnII, which is influenced by all ligands in its
coordination sphere, is believed to be an important factor in
this stabilization.289

In parallel with studying the effects of the pKa(CA-ZnII-
OH2

+) on the catalytic properties of CA, several groups
explored the influence of the pKa(CA-ZnII-OH2

+) on the
binding of ligands to CA.291,297,299,301,302,306Several of these
studies297,299,301 used enzymatic activity as a measure of
binding. Since enzymatic activity falls off at and below pH
∼7, presumably because of the protonation of ZnII-OH with
formation of ZnII-OH2

+, these studies cannot unambiguously
determine the effects of the pKa(CA-ZnII-OH2

+) on bind-
ing. Therefore, it is important that these effects were studied
by nonenzymatic assays.

In an early study on the mechanism of arylsulfonamide
inhibitors, Lindskog used stopped-flow fluorescence to
monitor the kinetics and thermodynamics of the binding of
several arylsulfonamides to CoII-BCA II.307 The investiga-
tors used the CoII variant because the UV-visible spectrum
of the cobalt changes significantly on binding the sulfon-
amide, providing a spectroscopic handle. Their results
suggest that ligand binding depends on two ionizable
groupssone on the inhibitor, and one on the protein. The
pKa values of the inhibitors were easy to confirm. The
remaining pKa value was consistent at 6.6 across a series of
inhibitors. This value, within the error of their experiments,
correlates remarkably well to the accepted pKa(CA-ZnII-
OH2

+) of 6.8 for CoII-BCA II. Taylor et al. observed the
same dependence of kinetics of association and affinity of
sulfonamides on pH in HCA II with ZnII.302 The important
conclusion is that both ligand binding and catalysis depend
on the same ionizable group on the protein, which is very
likely to be that of the ZnII-bound water263.

Deerfield II et al. used density functional theory to evaluate
the Zn-binding site in CA.308 Using the tetrahedral complex
Zn(imidazole)3(H2O) as their basic model, the investigators
calculated a value for the pKa of the ligated water of∼7;
this value is lower than the pKa of the zinc-coordinated
imidazoles, and so, preferential deprotonation of the H2O
ligand should result.

5. Metalloenzyme Variants
Metallo variants of proteins present an interesting subject

of study in order to rationalize why one metal is preferable
for a catalytic function over another, what structural features
of a protein determine metal specificity, and what structural
changes occur upon substitution of a metal in enzymes.
Different metal substituents are also useful as magnetic spin
labels and scattering centers. CA is particularly well-suited
for studies of metallo variants of the enzyme and their
properties. The ZnII ion can be easily extracted from the
active site without denaturation of the protein and can be

readily replaced by a number of other divalent ions. There
is minimal conformational change upon either removing the
ZnII ion or adding the non-zinc metal ions.

Hunt et al. developed a method for preparingapo-CA
(BCA and HCA I) using flow dialysis against dipicolinic
acid (pyridine-2,6-dicarboxylic acid).309 Flow dialysis re-
moves>97% of the ZnII from CA in <2 h, compared to the
removal of 95% in 7-10 d using the original method
developed by Lindskog and Malmstro¨m (using BCA II).309,310

Hunt et al. measured the presence of residual ZnII by
measuring the esterase activity of the enzymesone com-
monly usesp-nitrophenyl acetate as the substratesand by
atomic absorption spectroscopy.309 A modified method using
ultrafiltration is still used today.250 Alternatively, one can
simply dialyze away the ZnII by soaking CA in dipicolinic
acid for 10-12 days.184,251 Metal derivatives are prepared
by incubating the apoenzyme with a buffered solution of the
chloride or sulfate salt of the desired metal for 24-48
h.187,188,311 The formation of cobalt complexes can be
quantified by measuring esterase activity; the formation of
other metal complexes (e.g., CuII) may be quantified
by performing a colorimetric 4-(2-pyridylazo)resorcinol
assay.188,311-313

Table 6 lists the metallo variants of HCA II reported to
date.184,187,188,223,245,246,250-252,259,311,314-318 Metals that bind to
CA consist primarily of transition metals in the+2 oxidation
state: ZnII (w.t.), CdII, CoII, CuII, FeII, HgII, MnII, and NiII.
InIII from InCl3 also binds to the active site ofapo-BCA
II.315,316HCA II has been crystallized incorporating CoII, CuII,
HgII, MnII, and NiII ions.159,187,188,251,311,319

Of these variant metalloenzymes, only the native ZnII

shows high enzymatic activity. The CoII variant displays
∼50% of the activity of the native protein. Lindskog and
Nyman314 formed various metal complexes with HCA I,
HCA II, and BCA II and measured their activity. Proteins
with FeII, MnII, and NiII show only 4%, 8%, and 2% activity,
respectively, at 10-100µM concentrations of the metal ions.
Similar concentrations of CdII, CuII, and HgII show no activity
beyond the residual Zn-activity (1-3% due to incomplete
removal of ZnII). Inhibition of the residual Zn-activity occurs
at high concentrations (>10-100 µM) of CoII, FeII, MnII,
NiII, CdII, CuII, and HgII. No levels of MgII, CaII, or BaIIs
concentrations ranging from 10µM to 2 mMsaffect activity
or inhibition; all three complexes are inactive.314

The catalytically active metal ions, ZnII and CoII, coordi-
nate to histidine residues in the active site of HCA II with
distorted tetrahedral geometries, regardless of pH.187 The CoII

variant of HCA II, however, when complexed with bicarbon-
ate ion, showed nearly octahedral coordination, with the
cobalt ion coordinated to the three histidine ligands, bicar-
bonate O-2 and O-3 oxygen atoms, and a water mol-
ecule.188,320 This propensity of CoII to form expanded
coordination complexes may explain the reduced CO2

hydration activity of the CoII-containing enzyme via reduction
of the rate of product release.320 Other metals result in
increased coordination number: CuII binds to HCA II in
trigonal-bipyramidal and square-pyramidal geometries, while
both NiII and MnII coordinate octahedrally.187 These nontet-
rahedrally coordinated metals also perturb the solvent
structure in the active site: water 318, which is usually
hydrogen bonded to the Zn-bound water, is absent. From
their thorough analysis of crystal structures of metal-
substituted HCA II, Håkansson et al. concluded that the
choice of ZnII for catalysis by nature is due to the tetrahedral
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coordination chemistry of zinc, its natural abundance, and
its weak interaction with other anions that may inhibit the
enzyme in vivo.187

Fierke and co-workers conducted a series of studies in
which they measured the affinities of different metals to HCA
II and its active site mutants to determine the basis of
selectivity for zinc in this protein.251,311,321,322The investiga-
tors looked at the influence of hydrophobic core residues
Phe93, Phe95, and Trp97 on binding of metals and found
that substitution of those residues with smaller side chains
reduced the affinity of the protein to ZnII and CoII but
increased the affinity to CuII.311,321 X-ray analysis of the
mutants revealed new cavities formed in the core of the
protein and shifts in the positions of metal-coordinating His94
and second-shell ligand Gln92.251 The investigators con-
cluded that the aromatic residues, although they do not
directly coordinate the metal, preorient the metal-binding side
chains in such a fashion as to favor tetrahedral zinc-binding
geometry and to destabilize alternative geometries.

McCall and Fierke continued the study of factors that
influence binding of metals by mutating the side chains of
HCA II that directly coordinate the metal.322The investigators
varied the polarizability of the coordinating atom, the relative
size of the binding site and the metal ion, and the geometry
of the binding site to determine which of these three was
most important in determining the selectivity of HCA II for
ZnII over other metals. The investigators found that the
selectivity for metals correlated with the geometry of the
ligands in the active site and with the preferred coordination
number of the metal (the investigators were able to vary the
number of chelating residues by mutating Thr199 to Cys,
Glu, or His, all of which can coordinate the metal). The
polarizability of the coordinating atom (S vs O) or the size
of the active site and the metal ion did not affect the
selectivity as strongly as the coordination number and
geometry. These series of studies emphasize the importance
of number of direct ligands to the metal and of the core
residues that support and orient the direct ligands in the

Table 6. X-ray Crystal Structures of Metallo Mutants of HCA II a

Metal
Residue
mutation Purpose of study Coordination

Binding affinityb

(Kd, nM) pHc PDB ID Res. (Å) Ref

ZnII natural enzyme 4, tetrahedral 4× 10-3 7.0 2CBA 1.54 184, 246
Apo structural analysis n/a n/a n/a 2CBE 1.82 184
ZnII metal binding to native enzyme 4, tetrahedral 8× 10-4 7.0 2CBA 1.54 184, 321
CdII idem 2.3 7.0 317
CoII idem 4, tetrahedral 20 7.0 1RZA,1RZB 1.90, 1.80 187, 311
CuII idem 5, trigonal

bipyramidal
1.7× 10-5 7.0 1RZC 1.90 187, 311

MnII idem 6, octahedral 1RZD 1.90 187
NiII idem 6, octahedral 16 7.0 1RZE 1.90 187, 317
HgII idem 4, octahedral 1CRM 2.00 223
CoII bicarbonate binding 6, octahedral 1CAH 1.88 188
Apo H94C engineering Zn affinity,

functionality and discrimination
n/a n/a n/a 1HVA 2.30 250

Apo H94C metal-binding site plasticity n/a n/a n/a 1CNB 2.35 245
Apo H94A idem n/a n/a n/a 1CVF 2.25 245
Apo E117Q indirect ligand increases Zn

complexation kinetics
n/a n/a n/a 1ZSA 2.50 252

ZnII H94N electrostatic effects on Zn binding
affinity, coordination

5, trigonal
bipyramidal

40 7.0 1H4N 2.00 259

ZnII H119N idem 5, trigonal
bipyramidal

11 7.0 1H9N 1.85 259

ZnII H119Q idem 4, tetrahedral 69 7.0 1H9Q 2.20 259
ZnII F95M, W97V structural influence of hydrophobic

core on metal binding
4, tetrahedral 1.6× 10-3 7.0 1FQL 2.00 251, 321

ZnII F93I, F95M,
W97V

idem 4, tetrahedral 1.1× 10-2 7.0 1FQM 2.00 251, 321

Apo idem idem n/a n/a n/a 1FQN 2.00 251, 311
CoII idem idem 4, tetrahedral 66 7.0 1FQR 2.00 251, 311
CuII idem idem 5, square

pyramidal
3 × 10-6 7.0 1FR4 1.60 251, 311

ZnII F93S, F95L,
W97M

idem 4, tetrahedral 2.9× 10-2 7.0 1FR7 1.50 251, 321

Apo idem idem n/a n/a n/a 1FSN 2.00 251, 311
CoII idem idem 5, trigonal

bipyramidal
145 7.0 1FSQ 2.00 251, 311

CuII idem idem 5, trigonal
bipyramidal

2 × 10-6 7.0 1FSR 2.00 251, 311

CdII binding to HCA I 6.3× 10-1 5.5 314
CoII idem 6.3× 101 5.5 314
CuII idem 2.5× 10-3 5.5 314
MnII idem 1.6× 105 5.5 314
MnII idem 1.6× 103 8.5 318
NiII idem 3.2× 10-1 5.5 314
ZnII idem 3.2× 10-2 5.5 314
InIII γ- and K X-ray nuclear studies not

reported
s 5.7-7.7 315, 316

a Unless otherwise stated.b Binding affinity for the metal to theapo-protein.c The pH at which the binding affinity was measured.
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design of a metal-binding site with high selectivity and
specificity.

The high affinity of binding of transition metals toapo-
carbonic anhydrase and to its mutants323 can be utilized to
construct sensors for low concentrations (∼pM) of those
metals.323-327 Fluorescent aryl sulfonamide inhibitors of CA,
such as dansyl amide and others, can serve as probes for the
zinc ion.323 Fluorophores that are covalently attached to a
side chain of HCA II can serve as reporters for other metals,
since their fluorescent properties (intensity, emission maxi-
mum, polarization, and lifetime) are sensitive to the presence
of metal in the binding site.324,325,327Since MgII and CaII are
prevalent divalent cations in biological systems but do not
bind to HCA II and interfere with the assay, these HCA II-
based sensors are particularly useful for biological appli-
cations.328-330

The ability to tune the affinity of various metals for HCA
II allows one to perform a wider variety of experiments to
probe the binding of inhibitors to HCA II than if the enzyme
were restricted to complexing only ZnII. The agreement of
multiple assays, calculations, and fluorescence spectroscopic
studies suggests that the binding of metals to CA is well-
characterized, even if it is not yet completely understood.

6. Structure −Function Relationships in the
Catalytic Active Site of CA

The structure of the binding pocket of CA is highly
conserved among isozymes of CA. This high degree of
structural homology suggests that evolution has given each
residue in the binding pocket a specialized and optimized
function in the catalytic processes. Since CA is a well-
characterized enzyme, and CO2 is among the simplest
possible substrates, CA represents an ideal model system for
examining the roles of active-site residues in the network of
catalytic steps (see Figure 1). An extensive program of site-
directed mutagenesis, evaluation of catalytic properties, and
X-ray crystallography by Fierke and Christianson has as-
signed specific functions to the active-site residues in CA;
this body of work has been reviewed previously.289 Here,
we briefly summarize this work and suggest its relevance to
the construction of artificial catalytic sites.

6.1. Effects of Ligands Directly Bound to Zn II

Modifications of residues directly coordinated to the ZnII

ion (Figure 7) provide clues to the importance of cooperat-
ivity, geometrical constraints, and stereochemistry in the
binding of the metal ion and its catalytic efficiency. Table 7
indicates that substitution of any of the directly zinc-bound
His residues by Ala results in substantially increased dis-
sociation constants for the ZnII ion. Mutation of each His
residue to Cys in the binding pocket of HCA II, and
determination of the crystal structure of the mutants, revealed
that His94Cys and His119Cys can coordinate to the metal
ion while His96Cys does not.245,304 The â-sheet secondary
structure around Cys96 is not sufficiently plastic to allow
the thiolate to coordinate to ZnII. In general, introduction of
an acidic residue (Asp, Cys, or Glu) in place of one of the
neutral His residues improves affinity to ZnII by an order of
magnitude relative to the introduction of an Ala (neutral)
residue, but the catalytic activity (kcat/Km) of the mutants with
acidic residues is still 3 orders of magnitude lower than that
of the wild type. The decrease in catalytic activity may be
due to electrostatics: an additional negative charge in the

binding pocket should increase the pKa of the ZnII-bound
water molecule and destabilize both ZnII-OH and the
transition state for the hydration of CO2. Although the values
of kcat/Km for hydration of CO2 of these variants of HCA II
are lower thankcat/Km of the wild type, they still exceed those
of small molecule Zn-complexes.331 These data indicate that
the histidine ligands, although not essential for catalysis, are
optimal for maximizing the electrostatic stabilization of both
the ground-state zinc-hydroxide and the negatively charged
transition state.

Because Thr199 is close to the ZnII ion (in the wild-type
enzyme, Thr199 accepts a hydrogen bond from the zinc-
bound hydroxide group), and because the surrounding
polypeptide chain is flexible, Thr199 can be replaced with
another amino acid capable of coordinating to the metal.
Fierke and Christianson243,244,332generated four such mu-
tants: Thr199Cys, Thr199Asp, Thr199Glu, and Thr199His,
with the first three having identical or higher affinity for
ZnII than the wild-type enzyme. A Thr199Glu mutation, in
particular, resulted in a very high affinity for binding of ZnII

(Kd ) 20 fM). The Thr199Glu mutant bound ZnII more
tightly than the Thr199Asp mutant by 1 order of magnitude
in Kd; this result emphasizes the significance of the distance
of separation between the metal and the ligand. The lack of
improvement in metal affinity with the Thr199His mutation
is presumably due to rotation of the imidazole side chain
away from the metal. Although all of these mutations
eliminate the essential ZnII-OH group and, thus, the CO2
catalytic activity, these studies suggest principles useful in
the de novo design of metal-binding sites of particularly high
affinity.

Table 7. Properties of HCA II Mutants with Altered Zn II

Binding Site

Ligand
type Substitutiona pKa

b

kcat/Km ×
10-5 c

(M-1 s-1)

Kd for
ZnII

(nM) Ref

direct
wild type 6.8 1100 0.004
His94Ala n/ad 0.12 270 245, 304
His94Asp g9.6 1.1 15 246, 304
His94Cys g9.5 1.1 33 245, 250, 304
His94Glu n/a e0.1 14 304
His96Ala 8.4 e0.1 100 304
His96Cys 8.5 0.73 60 245, 304
His119Ala n/a 1.2 e1000 304
His119Cys 1.1 50 245, 304
His119Asp 8.6 38 25 245, 304

additional ligand:
Thr199Cys n/a 1.1 0.0011 244, 332
Thr199Asp n/a 0.4 0.004 243
Thr199Glu n/a 0.4 0.0002 243
Thr199His n/a 0.2 0.08 243

indirect:
Gln92Ala 6.8 290 0.018 248, 269
Gln92Leu 6.4 300 0.03 248, 269
Gln92Asn 6.9 270 0.005 248, 269
Gln92Glu 7.7 120 0.005 248,269
Glu117Ala 6.9 190 0.04 248,269
Glu117Asp 6.7 270 0.012 269
Glu117Gln g9.9 0.02 4.4 252
Gln92Ala/

Glu117Ala
6.8 280 0.160 269

Thr199Ala 8.3 11 0.06 269,156

a See Figure 7 for explanation of nomenclature.b Refers to pKa(CA-
ZnII-OH2

+) (see sections 4.7 and 10).c Values for hydration of CO2
at pH 8.9.d Data not available or not applicable.
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6.2. Effects of Indirect Ligands
The data in Table 7 indicate that altering the residues

directly chelating the metal in the active site results in a
decrease in the catalytic activity of the enzyme by factors
from 102 to 105. Indirect ligandssthat is, those residues that
interact with the ligands bound to the metal rather than with
the metal itselfsprovide another option for modulating the
properties of a protein or of an artificially designed binding
site. There are three important indirect ligands in the binding
site of CA; these amino acid side chains hydrogen bond to
the imidazole group of His residues and to the hydroxide
group (Figure 7): (i) Gln92; (ii) Glu117; and (iii) Thr199.
Christianson and Fierke examined the effects of these
hydrogen bonds on the thermodynamics and kinetics of metal
binding, the pKa of the water molecule bound to ZnII, and
the catalytic efficiency of HCA II.156,248,252,269

Substituting any of the indirect ligands with an Ala residue
(Gln92Ala, Glu117Ala, Thr199Ala) decreased the affinity
of the protein for ZnII by 1 order of magnitude. The
investigators suggest that this effect is mostly entropic in
origin: indirect ligands favorably preorient the metal-binding
site and minimize the conformational change that the direct
ligands undergo upon binding the metal. In addition to the
favorable entropic contribution, indirect ligands also provide
some electrostatic stabilization for the binding of the metal.289

The network of hydrogen bonds also plays a role in the
kinetics of association of ZnII. Substituting residue Glu117
with Ala, Gln, or Asp reduces the rate of association with
ZnII by a factor of 102-104.252,269

Changes in direct ligands have a greater effect on catalytic
activity than do changes in indirect ligands: in contrast to
mutations of direct ligands (which often practically abolish
catalytic activity), the catalytic activity of indirect mutants
persists with only a modest 10-fold loss inkcat/Km relative
to the wild type (Table 7). An exception is the Glu117Gln
mutation, which increases the pKa of ZnII-OH2

+ and
abolishes catalytic activity. Since the mutation is essentially
isosteric with the wild-type side chain, the investigators
attributed the loss of activity to four processes: (i) reversal
of polarity of the hydrogen bond between His119 and residue
117, (ii) stabilization of the negatively charged histidinate
ligand, (iii) elevation of the pKa of Zn-bound water, and (iv)
elimination of the reactivity of ZnII.252 By site-directed
mutagenesis, the investigators also determined the role of
Thr199 in catalysis: via a hydrogen bond, Thr199 stabilizes
the ground state ZnII-OH and the transition state of the
reaction pathway.156 Removing the hydrogen bond by
substituting Ala for Thr significantly reduced the catalytic
activity.

These detailed studies of structure-function relationships
of secondary ligands in an enzyme demonstrate the signifi-
cance of position and orientation of side chains in the
structure of the enzyme and of the level of optimization
achieved by nature for a given catalytic function. Those who
design artificial catalytic centers need to consider both the
groups immediately and indirectly linked to the reaction site
in order to achieve optimal binding and catalytic properties.

7. Physical-Organic Models of the Active Site of
CA

Recreating the function of enzymes in small molecules is
a way to test our understanding of the structural and
mechanistic features of the enzyme. The wealth of informa-

tion on carbonic anhydrase has stimulated multiple efforts
to model its active site and to test hypotheses related to
structure and catalytic activity of the enzyme and of
molecules substantially simpler than the enzyme. Most work
has focused on the most obvious part of the problem: that
is, mimicking the ZnII-OH group to carry out the usual
functions of CAshydration of CO2 and the reverse dehydra-
tion of HCO3

-, as well as hydrolysis of esters. Although
this type of physical-organic chemistry is tangential to the
central objective of this review, we include a brief overview.
Several reviews exist that summarize the field of synthetic
analogues of carbonic anhydrase and of other zinc en-
zymes.333-336

A successful small-molecule mimic of the active site of
CA should preserve as many of the features of the protein
as possible: (i) tetrahedral geometry of coordination of the
ZnII ion to the molecule, with H2O of pKa ≈ 7 as one of the
ligands; (ii) formation of 1:1 complexes between the small
molecule and the metal; (iii) catalytic activity and pH profile
of the enzyme; and (iv) binding of arylsulfonamides in the
anionic form. Here, we summarize several examples that
satisfy several of these criteria.

The groups of Vahrenkamp and Parkin developed a series
of tris(pyrazolyl)borate complexes (Tp-ZnII-OH) as mimics
of the active site of CA (Figure 8A).337-342 These tripodal
ligands bind ZnII in a tetrahedral geometry and reduce the
pKa of the fourth aqua ligand to∼6.5.343 More importantly,
the hydrophobic pocket, created by the pyrazole rings and
the substituents at the 3-position, prevents the zinc ion from
bridging two molecules of the ligand or a proton from
bridging two zinc-containing complexes.336,339 These com-
plexes, however, are not water-soluble, and since water
cannot be introduced into the solution as a reagent, these
complexes reactstoichiometricallywith esters (or amides and
phosphates) according to eq 9, rather than catalyzing their
hydrolysis.344,345

Tp-ZnII-OH also reacts with CO2 to form a complex with
a bicarbonate ion according to eq 10 (to parallel the native
function of CAshydrolysis of CO2):338,346

Using the Tp-ZnII-OH complex as a mimic of the active
site of CA, the investigators were able to show unequivocally
that it is only the deprotonated form of the ZnII-OH group
that is able to carry out the catalysis of CO2.347 Protonation
of Tp-ZnII-OH using simple acids always resulted in
irreversible displacement of the aqua ligand by the counterion
of the acid. The investigators, however, were able to

Figure 8. Examples of ZnII-containing metallo-organic models of
the active site of CA: (A) tris(pyrazolyl)borate family of ligand,
(B) 1,1,1-tris(aminomethyl)ethane, and (C) 1,5,9-triazacyclodo-
decane.

Tp-ZnII-OH + RCOOR′ f Tp-ZnII-OOCR+ HOR′
(9)

Tp-ZnII-OH + CO2 f Tp-ZnII-OCOOH (10)
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protonate the Tp-ZnII-OH complex with (C6H5)3B(OH2)s
a strong Brønsted acid that was unable to displace water due
to steric constraints.348 The deprotonated form Tp-ZnII-
OH, as expected, was in equilibrium with the bicarbonate
as Tp-ZnII-OCOOH, while its conjugate acid Tp-ZnII-
OH2

+ showed no reactivity toward CO2.347,348

Sprigings and Hall reported a simple water-soluble tripodal
complex of 1,1,1-tris(aminomethyl)ethane with ZnII (Figure
8B), with water of pKa ) 8.0 as the fourth ligand.349 This
complex exhibited enzyme-like Michaelis-Menten saturation
kinetics during the hydrolysis ofp-nitrophenyl acetate, but
its second-order rate constant for the hydrolysis was 2 orders
of magnitude lower than that of the native enzyme. The
investigators did not report any kinetic study of the hydrolysis
of CO2 by this compound.

Kimura and co-workers developed a series of macrocyclic
polyamine ligands as mimics of hydrolytic metalloen-
zymes: specifically, 1,5,9-triazacyclododecane ([12]aneN3,
Figure 8C) as a model of the active site of carbonic
anhydrase.331,335,350,351The investigators measured potentio-
metrically the value of pKa to be 7.3 for the Zn-bound water
in this complex; this value is very close to that found in CA
II (∼6.9 for BCA II, 6.8 for HCA II).331 Using either the
tri(amine) or tetra(amine) macrocyclic scaffold, the inves-
tigators could vary the number of nitrogen ligands to ZnII

from 3 to 4 and, thus, were able to demonstrate that
increasing the coordination state of ZnII increased the value
of pKa of ZnII-OH2

+. Thus, they were able to show that the
value of pKa of the ZnII-OH2

+ group in the native protein
is mainly determined by the coordination number of ZnII,
rather than by the hydrophobic environment in the binding
pocket.331 Kimura et al. also demonstrated that [12]aneN3,
like CA, was able to catalyze the hydration of acetylaldehyde
and hydrolysis of methyl acetate orp-nitrophenyl acetate,
albeit with second-order rate constant 1 order of magnitude
lower than those of BCA II. The pH profile of the rate of
these reactions showed an inflection point near pH) 7.3,
agreeing with potentiometric measurements for the value of
pKa and indicating that the reaction mechanism involves a
nucleophilic attack by ZnII-OH.331

The macrocyclic complex [12]aneN3 with ZnII also ex-
hibited catalytic enhancement for the hydration of CO2 and
dehydration of HCO3-, with a pH profile that showed that
the deprotonated form [12]aneN3-ZnII-OH is the active
species in the hydration reaction, while the protonated form
[12]aneN3-ZnII-OH2

+ is the active species in dehydration
reaction, as in the native enzyme.351 The rate constant for
hydrolysis of CO2, catalyzed by [12]aneN3-ZnII-OH (kcat, hyd

≈ 6 × 103 M-1 s-1), is, however,∼4 orders of magnitude
lower than the rate constant in the presence of CA (kcat/Km

≈ 107 M-1 s-1; see Table 1). The difference clearly indicates
the importance of the hydrophobic pocket of the enzyme,
which may help preassociate CO2 or facilitate the proton
transfer.

Koike et al. also demonstrated the binding of sulfonamides
(acetazolamide and others) as anions to [12]aneN3-ZnII-
OH, with dissociation constants on the order of∼100µM.350

Since, in this case, there are no effects of hydrophobicity or
hydrogen bonding of the binding pocket of a protein, this
value provides a measure of the strength of the ZnII-N bond
between CA and sulfonamide. The lower dissociation
constants of a CA-sulfonamide system (to low and subµM)
must, thus, reflect a hydrophobic component of binding (we
discuss partitioning of affinities of sulfonamides to CA in

greater detail in section 10). This mimic of CA by Kimura
and co-workers, however, appears to be the most successful
one as it satisfies many criteria of the native enzyme (i.e.,
coordination of the metal, solubility in water, pKa, activity,
and sulfonamide binding).

In addition to the inorganic small molecule mimics of the
active site of CA, there have been reports on using active
sites of other proteins as templates for binding sites contain-
ing tetrahedrally coordinated ZnII.352-355 These approaches
were based on the mutation of three native residues to His
residues in order to approximate the tripodal geometry in
CA. Although these studies demonstrated the affinity of these
mutated proteins for ZnII and other divalent metal ions, the
significance of these models has been solely structuralsthat
is, no CA-type catalytic activity has been reported.

III. Using CA as a Model to Study Protein −Ligand
Binding

Part 3 (sections 8-13) presents the use of CA as a model
to study the thermodynamics and kinetics of protein-ligand
binding in solution, at the surface of a solid, and in the gas
phase. Section 8 presents the enzymatic and binding assays
that have been useful in this effort. Sections 9 and 10 present
the thermodynamics of CA-ligand binding. Section 9
presents an overview of the different ligands that bind to
CA and the different approaches taken to discover those
ligands. Section 10 focuses on the binding of arylsulfon-
amides (in particular, substituted benzenesulfonamides) and
overviews the physical-organic chemistry of arylsulfonamide
ligand design. It attempts to use the system of CA and
arylsulfonamides as a model for the rational design of high-
affinity ligands for proteins. Section 11 surveys the kinetics
of binding of arylsulfonamides to CA in solution and presents
models for the mechanism of association that are consistent
with the data. Sections 12 and 13 discuss the kinetics and
thermodynamics of binding of ligands to CA where one
component is immobilized on the surface of a solid and
where both components are in the gas phase, respectively.

8. Assays for Measuring Thermodynamic and
Kinetic Parameters for Binding of Substrates and
Inhibitors

8.1. Overview
Several assays have been used to study the interactions

of CA with its substrates and ligands (Tables 8 and 9). CA
has also been used as a model enzyme with which to develop
new techniques for use with CA and other proteins (e.g.,
affinity capillary electrophoresis, sections 8.3.3 and 8.4.2).
In this section, we discuss the most frequently used assays
for determining the enzymatic activity of CA (section 8.2),
as well as for the thermodynamics (section 8.3) and the
kinetics (section 8.4) of the binding of ligands to CA. These
assays measure the binding of ligands to CA directly or
indirectly by measuring competitive binding or inhibition of
the catalytic activity of CA. The most popular assays use
the inhibition of the CA-catalyzed hydrolysis ofp-nitrophenyl
acetate (p-NPA) (sections 8.3.2 and 8.4.1) and the difference
in fluorescence of CA when bound to dansylamide (DNSA,
133) and when bound to other ligands (sections 8.3.1 and
8.4.1) to determine the thermodynamics and kinetics of the
binding of ligands to CA. We present the experimental details
and results of these assays in sections 10-13.
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8.2. Enzymatic Catalysis

Various assays measure the enzymatic activity of CA
(Table 9).17,48,356-365 These assays fall into three main
categories: (i) detection of the release of protons, (ii)
measure-ment of the consumption of CO2, and (iii) observa-

tion of the esterase activity of CA. Carbon dioxide and
carbonates are frequently used as substrates for measuring
the enzymatic activity of CA. In addition to its hydration of
CO2, R-CA displays esterase activity, which has led to
spectrophotometric methods based on the hydrolysis of
p-NPA (section 8.3.2).356

Table 8. Comparison of Techniques Used to Measure Binding to CA

Technique Observable Advantages Disadvantages
Useful range of

concentration (M) Ref

fluorescence emission of light high sensitivity
rapid measurements
large dynamic range

intrinsic tryptophan
residues

no chemical modification
of CA or ligand is
required

strong background
interactions may not alter

the fluorescence of
indoles

5 × 10-5-10-8

(CA)
366, 367, 458

extrinsic extrinsic
luminophores

excitation in the visible
and near-UV regions

may require chemical
modification of CA
or the ligand

10-2-10-10

(luminophore)
317, 368,

373-375

dansylamide
competition

bound
dansylamide

no chemical modification
of CA or ligand is
required

indirect observation of
binding

10-4-10-8

(competitor)
180, 189, 368,

377, 378

enables a large range of
binding affinities to
be measured

spectrophotometry UV/visible absorption rapid small dynamic range 10-4-10-7 41, 269, 291,
shift in CoII

absorbance
widely accessible must use CoII in place

of ZnII
(chromophore) 296, 297, 301,

317, 390, 425,
hydrolysis of

p-nitrophenyl acetate
CoII method directly

measures binding
612, 613

pH stat assay rate of NaOH
addition needed to

no chemical modification
needed

indirect observation of
binding

10-5-10-8

(CA)
509, 517, 518

keep pH constant widely accessible
CDa spectroscopy ellipticity due to

the absorption of:
large concentrations

required
far UV peptide bonds monitors changes in the

secondary structure of CA
slow narrow

dynamic range
10-5-10-3

(amino acid residue)
426-429

near UV aromatic residues monitors changes in the
tertiary structure of CA

slow 10-5-10-3

(amino acid residue)
426-429

disulfide bonds narrow dynamic range
ICDb extrinsic

chromophore
incorporated
in asymmetric
environment

good signal-to-noise ratio
reflects binding affinity

limited by the optical
density of the
chromophore

10-6-10-3

(chromophore)
430

ACEc electrophoretic
mobility

multiple isoforms can be
studied at once

neutral ligands require
competitive assays

∼10-6

(CA)
391-398, 653

calorimetry generation of heat information about enthalpy,
entropy, and heat capacity

requires large amounts
of protein

405

ITCd heat change during
binding

constant temperature high binding (i.e.,Kd <
∼10-10M) cannot be

10-3-10-9 182, 409, 412,
415

measures enthalpy directly measured directly
PACe pressure wave

generated from fast
nonradiative decay
of electronically
excited chromophore

rapid measurement
localized heating

requires presence of a
chromophore

>∼10-5 (CA) 375, 418

SPRf change in refractive
index at a surface
upon binding

measures binding at
a surface
real-time observation

mass-transport issues 10-3-10-8 412, 467, 468,
620

kinetics and
thermodynamics

mass spectrometry m/z high resolution qualitative >∼10-12 (CA) 443-446
small amount of

sample
solvent-free environment

can distort structure
of CA

fast destroys sample
magnetic

resonance
(NMR, ESR)

nuclear or electronic
spin resonance

structural information low sensitivity >10-4 182, 270, 271,
273-277, 298,
377, 419-422,
424, 425

a CD ) circular dichroism.b ICD ) induced circular dichroism.c ACE ) affinity capillary electrophoresis.d ITC ) isothermal titration calorimetry.
e PAC ) photoacoustic calorimetry.f SPR) surface plasmon resonance.
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Since protons are released at physiological pH in the CA-
catalyzed hydration of CO2, methods for measuring the
change in the pH of the media are the basis for a simple
assay of the catalytic activity of CA. These methods typically
rely on measuring a change in pH using indicators or pH
electrodes, or on keeping the pH constant by continuous
titration (pH stat).357 Carbon dioxide electrodes are also
widely used to measure the catalytic activity of CA.358

The use of stopped-flow spectrophotometry to measure
the ionization state of a dye dramatically improved these
methods.17 The use of pH electrodes avoids inhibition of CA
by some dyes; both continuous-flow and stopped-flow
mixing instruments can incorporate them.359,360

Silverman estimated the activity of HCA II and BCA II
in intact cells using mass spectrometry to detect the exchange
of 18O between CO2 and water at equilibrium.361 Alterna-
tively, 13C NMR can assess the activity of CA by measuring
the exchange of13C between CO2 and HCO3

-.48

8.3. Thermodynamic Assays for Ligand Binding
The equilibrium dissociation constant (Kd) and the inhibi-

tory constant (Ki) are among the most commonly used
metrics for comparing the in vitro efficacies of the binding
of small-molecule-based ligands to their macromolecular
targets. In choosing a technique for measuring these con-
stants, there are two main requirements: (i) the binding
constant should be within the reliable dynamic range of the
technique and (ii) a statistically significant change in the
observable signal should occur upon binding. Table 8
provides a summary of techniques used for measuring
binding constants of CA to various ligands. A brief descrip-
tion of these techniques follows.

8.3.1. Fluorescence and Luminescence Spectroscopy
The principal advantages of emission spectroscopy (fluo-

rescence and phosphorescence) are its high sensitivity and

large linear dynamic range (up to 12 orders of magnitude).
A major limitation, however, is the requirement for a reporter
molecule that has a large quantum yield of fluorescence or
luminescence and that is sensitive to the binding event.
Despite the advantages of fluorescence spectroscopy, there
are relatively few reports that have used theintrinsic
fluorescence of CA to measure the binding of ligands.302,366,367

The principal fluorophore in CA is the indole ring of trypto-
phan residues; it has an excitation wavelength of 280-290
nm (using 290 nm minimizes absorption by tyrosine residues)
and a broad emission band of 330-350 nm (λmax ) 336
nm).368Because of differences in chemical environment, there
is a large difference in the contributions of the individual
fluorophores to the total emission of the protein. For example,
90% of the intensity of fluorescence of HCA II results from
the radiative decays of Trp97 and Trp245.369 The substan-
tially lower values of quantum yields of fluorescence of the
other five tryptophans are due either to electron transfer to
a nearby protonated histidine or arginine or to energy transfer
to a tryptophan that is adjacent to a quencher.

A compound must alter (usually quench) the fluorescence
of the tryptophans of CA in order to detect binding of that
compound or a competitive compound to CA. The significant
quenching of the fluorescence ofapo-BCA upon binding
CoII, CuII, and HgII (ZnII increases the fluorescent yield)
demonstrates the sensitivity of the properties of the excited-
state indoles to changes in their microenvironments.367

Kernohan studied four sulfonamide ligands (227-229 and
140) that, upon binding to BCA, quenched 58-84% of the
fluorescence of its tryptophan residues.366 Direct titration of
fluorescence is sufficiently sensitive that it can measure
dissociation constants of∼10 nM. Kernohan used indirect
techniques that employed competitive binding to study more
strongly binding compounds that quench fluorescence.
Indirect techniques are also suitable for measuring the bind-
ing properties of nonquenching ligands (e.g.,136-138).366

Table 9. Techniques Used to Measure the Catalytic Activity of CA

Technique Observable Advantages Disadvantages Ref

production of H+:
pH indicator dyes color/absorbance change spectrophotometric detection slow response 17

sensitive ((0.001 pH units) some dyes inhibit CA
activity is pH-dependent

pH electrodes potential sensitive (0.001 pH units) activity is pH-dependent 359, 360
rapid (ms)
requires small volumes

pH stat used in conjunction with one
of the above methods

requires small volumes
activity measured at constant pH

slow response 357

consumption of CO2:
pCO2 manometer volume change slow 362

cumbersome
requires large volumes

pCO2 electrode potential sensitive slow (response timeg 10 s) 358
requires small volumes

continuous-flow
mixing apparatus

used in conjunction with one
of the methods above

fast expensive 363

stopped-flow apparatus used in conjunction with one
of the methods above

fast expensive 364

calorimetry heat of reaction rapid (0.01 ms)
sensitive ((0.00002°C)

also measures the heat
from dilution, fluid friction,
and heat conduction to/from
thermocouples

365

isotope exchange disappearance of18O measures activity at constant pH instrumentation (mass 361
sensitive (>0.1 nM) spectrometer)
can measure activity inside cells

magnetic resonance 13C exchange (CO2/HCO3
-)

causes13C line broadening
lends structural information instrumentation (NMR) 48

hydrolysis of
4-nitrophenyl acetate

absorbance change spectrophotometric detection measures rate of esterase
activity, not hydratase

356
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Measurements of phosphorescence quenching370,371 and
delayed fluorescence372 are alternative emission techniques
for investigating the binding properties of CA. The low
quantum yields of phosphorescence, due to intersystem
crossing and to the requirement for cryogenic conditions,
diminish the practical importance of methods involving the
triplet excited state.

Usingextrinsicluminophores in emission assays increases
sensitivity and allows the probe of interest to be selectively
excited. Binding assays can make use of emissive probes
that are (i) covalently bound to the protein, (ii) part of the
ligand or competitor, or (iii) indicators for monitoring
changes in the sample (e.g., pH) during an assay. Binding
assays that employ fluorescent ligands are technically
straightforward, easy to perform, and can achieve high
sensitivity.317,368,373-375 The binding of DNSA (133) to BCA
II results in (i) quenching of the tryptophan fluorescence,
(ii) increasing the quantum yield of fluorescence of DNSA
from 0.055 to 0.84, and (iii) blue-shifting the emission of
DNSA from 580 to 468 nm.368 Banerjee et al. obtained
similar results upon binding of other naphthalenesulfonamide
derivatives to HCA I and HCA II.376 Simultaneous monitor-
ing of any of these changes during the fluorescence titration
improves the reliability of the recorded data and can result
in expansion of the dynamic range of this method. Jain et
al. reported the binding constant for dansylamide to BCA II
as 0.38µM,377 and Grzybowski et al. reported aKd value of
0.83 µM for DNSA in its complex with HCA II.189 We
recommend these values ofKd for binding studies with these
isoforms.

The change in fluorescence intensity upon binding of CA
by DNSA is the basis for a widely used competition binding
assay, in which the ligand of interest is titrated into a sample
of the CA-DNSA complex. The displacement of DNSA by
the ligand of interest is monitored, as a function of the
concentration of the ligand, by following the decrease in
intensity of fluorescence at 460-470 nm upon excitation of
the sample at either 280-290 nm (to excite the Trp resi-
dues of CA) or 320 nm (to excite directly the bound
DNSA).180,189,368,377,378This assay has all the benefits of
fluorescence assays, with three additional advantages: (i) it
requires no chemical labeling of the ligand or CA; (ii) it
enables the measurement of dissociation constants as low
as pM; and (iii) when the wavelength used for excitation is
280-290 nm, there is almost no background fluorescence.

An alternative emission assay involves monitoring the
increase in fluorescence anisotropy of a fluorescent ligand
upon binding to CA. Thompson et al. described an assay
for the binding of ZnII ions to apo-HCA II that measured
the change in the anisotropy of the emission of a fluorophore,
ABD-M (134), that was added to the samples.379

Baltzer and co-workers reported an interesting example
of the use of fluorescence to characterize the binding of a
sulfonamide ligand to HCA II.380,381They used a small helix-
turn-helix peptide that was conjugated at one of its Lys
residues to ap-hexylamidobenzene sulfonamide (similar to
compound28) and at another of its Lys residues to a dansyl
group. Upon binding to HCA II via the sulfonamide group,
the local environment around the dansyl group changed such
that its fluorescence increased by 60-80%, depending on
the peptide sequence. This study provides a unique method
for the fluorescent sensing of proteins using synthetic
constructs and demonstrates how CA can be used to develop
new types of assays for protein-ligand recognition.

Binding assays can also use auxiliary fluorophores that
are covalently bound to the enzyme. Viappiani observed
quenching of the emission of fluorescein isothiocyanate
(FITC)-labeled CA (unspecified isozyme) upon the addition
of iodide.375 The measured binding constant from Stern-
Volmer analysis was 0.2 M; this value is significantly higher
than theKi of 8.7 mM that Pocker and Stone measured (see
section 9) for iodide using the inhibition of the BCA-
catalyzed hydrolysis ofp-NPA (section 8.3.2).157 More
recently, Bozym et al. developed an assay to measure the
intracellular concentration of exchangeable zinc at picomolar
levels.382 This assay used a fluorescent label, Alexa Fluor
594 (AF594), covalently attached toapo-HCA II double
mutant (Cys206Ser and His36Cys) via an engineered residue.
Excitation at 365 nm, followed by fluorescent resonance
energy transfer (FRET) to AF594 from a bound ligand,
dapoxyl sulfonamide (this ligand binds to HCA II but not to
apo-HCA II), leads to fluorescent emission at 617 nm from
the AF594. Increased emission at 617 nm indicates the
presence of zinc bound to HCA II.

8.3.2. Absorption Spectrophotometry

Although absorption spectrophotometry is less sensitive
than fluorescence spectroscopy, absorption studies have the
advantage that they do not require the chromophores to be
fluorescent. The speed and widespread availability of absorp-
tion spectrophotometers make spectrophotometric assays
convenient tools for screening large numbers of ligands.383,384

There are two major approaches used in spectrophotometric
assays of CA: (i) the chromophore is an indicator of
changing pH in the medium upon consumption of HCO3

- or
CO2 by the enzyme; and (ii) the ligand contains a chro-
mophore whose absorption (e.g., the wavelength of maxi-
mum absorption or the extinction coefficient at a particular
wavelength) changes upon binding. The former approach has
been a basis for kinetic assays using stopped-flow spectro-
photometry.

A popular spectrophotometric assay that detects a change
in pH uses the Brinkman approach, which has been widely
commercialized.385,386 This method consists of adding CA
to a solution that is saturated with CO2 and monitoring the
change in the color of a pH indicator.387 The change in pH
results from the enzymatic activity of CA. The indicator that
Brinkman originally used was phenol red (pKa ) 7.4), which
changes color from red to yellow when the pH of the media
drops below∼7.387 Coleman used bromothymol blue (pKa

) 8.9) to monitor the change in the pH caused by CA-
catalyzed hydrolysis.297

Another popular and convenient spectrophotometric assay
measures the esterase activity of CA by monitoring the CA-
catalyzed hydrolysis ofp-NPA.269,291,296,297,301,302The forma-
tion of p-nitrophenolate is monitored by the appearance of
its absorption band at 410 nm. Wilson et al. used this
approach to monitor the inhibition of BCA II by saccharin
ando- andp-carbobenzoxybenzene sulfonamide.388

An important spectroscopic technique monitors binding
of ligands to the CoII variant of CA by using the fact that
the UV-visible spectrum of CoII is highly sensitive to
changes in its coordination sphere and to changes in
pH.291,301,302,389This technique has the advantage that it
monitors binding directly, rather than as a function of
enzymatic activity. It has the disadvantages that the CoII

metalloenzyme requires preparation and only indirectly
represents the native protein.
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While thep-NPA and CoII assays are the most commonly
reported techniques for measuring binding, several other
assays have been demonstrated. Difference absorption spec-
troscopy is a technique for measuring weak signals in
samples with high optical density. King and Burgen studied
the difference spectra of eight sulfonamide ligands bound
to HCA I and HCA II, in which the reference sample was a
solution of pure enzyme.390 Nguyen and Huc described an
interesting approach for generating bifunctional ligands of
BCA II using the binding site and the surface of the enzyme
as a “mold” (see section 9.4).384 In this study, they used
spectrophotometric high-performance liquid chromatography
(HPLC) methods to monitor the affinities of various ligands
to BCA II. McCall and Fierke developed spectrophotometric
and fluorometric assays for measuring the concentration of
metal ions in solution. These assays employed ligands (PAR
and Fura-2) that had absorption and fluorescence properties
that changed drastically upon chelation of various metal ions.
The investigators used these assays to measure the affinity
of apo-HCA II for Ni II and CdII (see section 5).317

8.3.3. Affinity Capillary Electrophoresis

Affinity capillary electrophoresis (ACE) is a technique for
measuring binding constants between proteins and ligands
based on the difference in the electrophoretic mobility of
the free protein and the ligand-bound protein.391-394 ACE
can also separate chemically modified derivatives of CA to
determine the role of electrostatics in the binding of ligands
to proteins (see section 14.1). The electrophoretic mobility,
µ (eq 11), of a molecule is proportional to its charge,Z, and
inversely proportional to its molecular weight,M,395 where
the exponentR relates the molecular weight of the protein
to its hydrodynamic drag andCP is a proportionality
constant.394,396-398 Equation 11 shows that a change in the
electrophoretic mobility of the protein can be altered by a
ligand that changes (i) the charge of the receptor, (ii) the
hydrodynamic drag of the receptor, or (iii) both.

When CA binds to an arylsulfonamide, the change in the
hydrodynamic drag of the protein is negligible, and the assay
relies on having achargedligand to produce a significant
change in the charge of the protein-ligand aggregate and,
thus, a change in the electrophoretic mobility of the receptor
(Figure 9A). Experimentally,µ is measured by capillary
electrophoresis and calculated using eq 12,394 whereLd and
Lt are lengths of the capillary from the inlet to the detector
and to the outlet, respectively;V is the applied voltage;tnm

is the migration time of an electrically neutral, noninteracting
molecule, used as an internal standard to monitor electroos-
motic flow; andt is the migration time of the analyte.

A Scatchard plot of∆µP,L/[L] versus∆µP,L results in a line
with slope equal in magnitude to the binding constant, where
∆µP,L is the difference between the mobility of the protein
(P) at a given concentration of ligand, [L], and the mobility
the protein without the ligand.394,396-398

Determination of the binding constant of CA to neutral
ligands requires a competitive binding assay because small
neutral ligands do not cause a shift in the mobility of the
protein. The competitive assay involves the addition of a
neutral ligand to a sample of CA containing a fixed
concentration of a charged ligand of known affinity. The
mobility of CA is then a concentration-weighted average
of the mobility of the complex of CA with the charged
ligand and of the complex of CA with the neutral ligand.
Scatchard analysis leads to the binding constant of the neutral
ligand.

Figure 9B shows a set of ACE experiments with various
isozymes of CA and a negatively charged sulfonamide. The
elution time (and, thus, the mobility) of the protein increases
with increasing concentration of ligand. The figure illustrates
the ability of ACE to determine simultaneously values of
Kd for multiple isoforms of CA. Another advantage of ACE
is that it requires only small quantities of the protein
(nanoliters of∼10 µM solution and tens of picograms of
protein per run). ACE also does not require knowledge of

µ )
CPZ

MR (11)

µ )
LdLt

V ( 1
tnm

- 1
t) (12)

Figure 9. (A) Diagram sketching the species involved in an
experiment comprising a receptor of molecular weightM and charge
(Z and a ligand of molecular weightm (m , M) and chargez
(bothZ andz can be either positive or negative). (B) Electrophero-
grams (by ACE) conducted on the mixture of isozymes of carbonic
anhydrase: HCA I (pI) 6.6), HCA I (pI ) 6.0), BCA II (pI )
5.9), and BCA II (pI) 5.4). An electrically neutral marker (mesityl
oxide, MO) and two noninteracting proteins (soybean trypsin
inhibitor (STI) and horse heart myoglobin (HHM)) were added to
the mixture. Shifts in mobility were observed for the isozymes of
carbonic anhydrase with increasing concentration of negatively
charged ligand L (shown), while the mobility of noninteracting
proteins remained constant. The dissociation constantKd between
BCA II and the ligand was determined to be 1.7µM. Adapted with
permission from ref 398. Copyright 1998 Wiley-VCH.
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precise concentrations of the protein because the assay is
based on mobilities and concentrations of ligand, rather than
on peak areas.

Affinity gel electrophoresis (AGE) is a technique similar
to ACE. In AGE, a change in the migration of a protein
through a slab gel is measured as a function of ligand
immobilized in the gel.399 When compared to the capillary-
based assay, AGE has a number of disadvantages, which
include the necessity for (i) immobilized ligands in the gel,
(ii) larger quantities of both the protein and the ligand than
in the ACE assay, (iii) significantly longer times for analysis
than required by ACE, and (iv) difficulty in numerical
quantitation of values ofKd.

8.3.4. Calorimetry

Calorimetry is the only technique that directly measures
the enthalpy of binding. Calorimetric measurements yield
useful information about the contributions of enthalpy and
entropy to binding, as well as about the effects of compensa-
tion between entropy and enthalpy.400-403 Flow- or batch-
calorimeters are able to measure the binding of metals (see
section 5)404 and sulfonamides (see section 10.6)405 to CA.

Differential scanning calorimetry (DSC) measures the
temperature dependence of the heat capacity of a sample.406

DSC has proven to be a good technique for studying
equilibria between folded and molten-globule conformations
of BCA II.407 One disadvantage of using DSC for studies of
binding is the difficulty in decoupling the unfolding process
from the effects of temperature on the conformation of the
protein.

Isothermal titration calorimetry (ITC) is the method
of choice for conducting calorimetric binding
assays.5,182,402,406,408-417 In an ITC experiment, a sample cell,
which contains enzyme, and a reference cell are heated
slightly and kept at a constant, equal temperature.408 As
ligand is titrated into the sample cell, heat is produced from
an exothermic binding event and is consumed by an
endothermic binding event. The calorimeter compensates by
providing less power (exothermic binding) or more power
(endothermic binding) to the sample cell in order to keep
the two cells at the same temperature. The power is integrated
over time to provide the heat of the binding event, and
normalizing this heat to the amount of ligand added gives
the enthalpy (∆H°) of binding. Titrating the ligand over many
aliquots results in a binding isotherm, from which the binding
constant (Kd) and, thus, the standard free energy of binding
(∆G°) are obtained. The entropy of interaction (∆S°) is given
by eq 13.

ITC is capable of measuring the binding of metals (section
5)411 and ligands (section 10.6)409 to CA.

Photoacoustic calorimetry (PAC) is applicable to assays
in which the binding of a ligand to CA results in a change
in the ratio between the radiative and nonradiative rates of
decay of electronically excited species that are part of either
the enzyme or the ligand. The observable signal is the
intensity of a pulse of pressure generated from a local heat
gradient, which is formed when a chromophore decays
nonradiatively after flash-excitation. Jain et al. used BCA
and dansylamide to investigate the reliability of PAC for
binding assays.418 They monitored the increase in the
quantum yield of fluorescence of dansylamide upon binding

to BCA and obtained aKd for the BCA-dansylamide
complex that was about one-half of the value measured for
the same system by fluorescence titration.368 Similarly, the
values for the dissociation constant of iodide to CA (unspeci-
fied isozyme) modified with FITC was about one-half of
the value for the same constant measured by fluorescent
emission assays.375 The origin of this discrepancy remains
unclear, but it is, in any event, small relative to the
uncertainties in many binding assays.

8.3.5. Magnetic Resonance Spectroscopy
Techniques based on magnetic resonance are useful for

studying the solution-phase structure and dynamics of
protein-ligand interactions, although these techniques have
relatively low sensitivity and typically require the concentra-
tions of the samples to be 100µM or larger. Various nuclear
magnetic resonance (NMR) studiessfor example,1H and13C
NMR,419 1H NMR with Ni-BCA II,420,421 3H NMR,270 15N
NMR,276 19F NMR,182,271,273-275 and 111Cd NMR277shave
determined the stoichiometry, coordination, and internal
motion of ligands bound to CA. We present the details of
these studies in section 4.4.2.

Anelli et al. used nuclear magnetic relaxation dispersion
(NMRD) to study the binding of a GdIII-diethylaminetri-
aminepentaacetic acid (DTPA) chelate, Gd-DTPA-benze-
nesulfonamide, to BCA.422 The investigators reported the
NMRD profiles from plots of the relaxation time of the
protons as a function of the strength of the applied magnetic
field.

Cleland and Randolph used electron spin resonance (ESR)
spectroscopy to observe the nonspecific, weak binding of
PEG to BCA II in the molten-globule form, where either
the PEG or the BCA II were spin-labeled.423 Two other
groups have also used ESR with spin-labeled ligands
(TEMPO-benzenesulfonamides) to study binding to CA.424,425

8.3.6. Circular Dichroism Spectroscopy
The rotatory strength of proteins is extremely sensitive to

alterations in their secondary structure. Circular dichroism
(CD) is, therefore, a useful tool for assaying binding.426-429

The optical activity of CA in the far-UV region (λ < ∼230
nm) results from electronic transitions in the amide bonds,
while absorption of the aromatic residues is responsible for
the ellipticity observed in the near- and middle-UV (about
320 and 240 nm). Gianazza et al. reported an extensive study
on binding of acetazolamide (137), dorzolamide (156), and
methazolamide (138) to BCA II in the presence and absence
of sodium dodecyl sulfate (SDS).427 Although the molar
ellipticity of CA in the far-UV region is significantly higher
than in the 300 nm region, the binding of ligands to CA
leads to minor changes in the spectra in the 200-230 nm
region; under the same conditions, the CD bands∼280-
300 nm change not only shape but also sign.427 One must,

∆S° ) (∆H° - ∆G°)/T (13)
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however, approach the interpretation of such results with
caution. Most arylsulfonamide ligands exhibit moderate or
strong absorption in the near-UV region, and hence, the
observed spectral changes may result from changes in either
the environment of the aromatic residues or from the induced
CD (ICD) signal of the ligand.

ICD can achieve high sensitivities because of the capacity
to generate complexes with high molar ellipticities (∼1 ×
105 deg cm2 dmol-1) in the visible region, where possible
impurities in the samples would not have any optical activity.
The sensitivity of CD spectrometers is higher in the near-
UV and visible regions than in the far-UV. For example,
Coleman reported the use of optical rotatory dispersion and
CD spectroscopy to study the binding of theazo-chro-
mophore132 to ZnII and CoII derivatives of HCA I.430 The
extinction coefficient of this dye at 500 nm is∼2.5 × 104

M-1 cm-1, and the value of the molar ellipticity at 486 nm
reached 105 deg cm2 dmol-1 upon binding to HCA I.

8.3.7. Mass Spectrometry

The analysis of proteins by mass spectrometry has been
reviewed extensively.431-442 To study protein-ligand com-
plexes in the gas phase, it is important to vaporize the
complexes without dissociation and to dissociate them
without destroying the protein (the mass of the protein must
not be affected). The system of CA and arylsulfonamides
has provided a model for studies of protein-ligand binding
in the gas phase. We discuss the experimental data in section
13 and here only discuss the technical aspects of these
experiments.

Electrospray ionization followed by Fourier transform ion
cyclotron resonance mass spectrometry (ESI-FTICR-MS)
allowed the generation and trapping of ions of CA II-ligand
complexes (HCA II or BCA II).443-446 The relative intensities
of BCA II-ligand complex ions gave the relative abundances
of the BCA II-ligand complexes in the gas phase (and also
in solution).443 Whitesides, Smith, and co-workers demon-
strated that these BCA II-ligand complex ions could be
completely dissociated by the application of an electromag-
netic pulse in the presence of nitrogen gas molecules.443,444

This process generated free ligand ions, which could be
quantified to determine the relative abundances of the
precursor protein-ligand complex ions. The investigators
also demonstrated that sustained off-resonance irradiation
CID (SORI-CID)sthe application of an electromagnetic
pulse with a frequency lower than the cyclotron frequency
of the protein in the presence of nitrogen gassinduced the
loss of some of the ligands from the protein-ligand complex
ions, in a manner that scaled with the intensity of the
pulse.445,446The intensity of the pulse that generated equal
ion intensities for the CA II-ligand complex and free CA
II was termedE50 and was used to compare the relative
stabilities of different CA II-ligand complexes in the gas
phase.445,446

8.4. Kinetic Assays for Ligand Binding

8.4.1. Fluorescence and Absorbance Spectroscopy

The earliest experiments to determine the kinetics of CA
measured the rate of CO2 hydration either directly, by
monitoring the absorption of gas in a sealed container,447-449

or indirectly, by measuring the change in pH of the
solution.450-452 Binding of a ligand is measured by a change
in the rate of hydration of CO2 in the presence of the ligand.

Many studies used stopped-flow methods with a pH indicator
to increase the accuracy of the measure of the rate of
hydration.296,299,300,307,453,454

Pocker and Stone reported that BCA acts as an esterase
and measured the hydrolysis ofp-NPA by monitoring the
absorption of the product,p-nitrophenolate, at 400 nm (ε ≈
2.1 × 104 M-1 cm-1).455 Using this technique, Pocker
measured the kinetics of binding of many ligands by
determining the decrease in esterase activity as a function
of time.38,157,456,457

Other stopped-flow experiments, based on fluorescence
quenching of tryptophan residues, have been used to measure
the kinetics of binding of sulfonamides to CA directly (see
section 11 for further discussion).389,390,458Any sulfonamide
with spectral transitions overlapping the tryptophan emission
band is an effective quencher of the native fluorescence of
the protein. The binding of these sulfonamides, including
the azo-sulfonamides, DNSA (133), and many nitro- and
aminosulfonamides,368,390,458leads to a decay in fluorescence
intensity as a function of time; this decay is a direct measure
of ligand binding. If a ligand does not quench the enzyme
fluorescence sufficiently, the kinetics can be determined by
competition with eitherp-nitrobenzenesulfonamide (3) or
DNSA.368,389

Ligands with much more rapid kinetics of binding have
been studied using temperature-jump relaxation, which
exploits the absorbance of CoII-BCA II.291 Joule heating
induces a sudden increase in the temperature of the analyte
mixture, after which the absorption of CoII at 599 nm is
measured as a function of time. In the absence of ligand,
the absorption of CoII-BCA II has an intrinsic relaxation
rate on the millisecond time scale. Hence, this technique is
appropriate only for ligands with relaxation rates faster than
milliseconds, including cyanate, thiocyanate, and cyanide.
It is not clear what causes the millisecond relaxation because
the molecular details of this intrinsic relaxation have not been
reported.

8.4.2. Affinity Capillary Electrophoresis

Section 8.3.3 outlined the principles of ACE. The binding
constants of a charged ligand (or an uncharged ligand in
competition with a charged ligand) can be determined by
measuring the change in mobility of a protein as a function
of the concentration of ligand(s). In addition to determining
binding constants, ACE can, in some circumstances, be used
to determine the on- and off-rates of complex formation.392

If the off-rate is comparable to the time required to obtain
the electropherogram, the peaks in the electropherogram shift
and broaden as the concentration of a charged ligand
increases, until the protein is saturated with ligand. The
broadening of peaks is due to equilibration between species
with different electrophoretic mobilities (free and complexed
protein). At saturating concentrations of ligands, in which
all of the enzyme has bound ligand, the peak narrows again.
The broadening is most pronounced when the dissociation
time is of the same magnitude as the migration time of the
protein. Therefore, ACE can be used only to analyze the
kinetics of ligands with a dissociation time similar to the
migration time, typically wherekoff ≈ 0.01-0.1 s-1. Fitting
the displacement and shape of the peak in the electrophero-
gram gives the rate constants of association (kon) and
dissociation (koff). The values ofkon andkoff are constrained
to give the experimentally obtained binding constant (Kd).
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8.4.3. Surface Plasmon Resonance Spectroscopy

Surface plasmon resonance spectroscopy (SPR) measures
the rates of molecular association (kon) and dissociation (koff)
at surfacessprovided that the rates are not mass-transport
limitedsand the thermodynamic dissociation constant,Kd.
The dependence of binding on temperature must be deter-
mined in order to separate∆G° into ∆H° and ∆S° (see
section 10). SPR is based on the measurement of the intensity
of monochromatic, plane-polarized light reflected from the
backside of a semitransparent, gold-coated glass slide (Figure
10a). The reflected light has a minimal intensity at a specific
angle of incident light,θm. The instrument monitorsθm as a
function of time while the surface is treated with an analyte.
Changes inθm correlate to changes in the refractive index
at the interface between the gold surface and the solution;
the distance from the surface at which the change occurs is
within approximately one-quarter wavelength of the incident
visible light.459,460For a family of compounds (e.g., proteins),
changes inθm correlate linearly with the mass of compound
adsorbed per unit area of the surface.461,462 For proteins, a
change inθm of 1° corresponds to an adsorption of∼10 ng
mm-2.463

Instruments for SPR464 are capable of measuring values
of kon (103-107 M-1 s-1) and koff (10-6-10-1 s-1) at
temperatures between 4 and 40°C.465 The corresponding
equilibrium dissociation constant,Kd (10-13 - 10-4 M), can
be determined by calculating the ratiokoff/kon or by construct-
ing a Scatchard plot to values ofθm at different concentra-
tions of ligand.

The two types of model surfaces commonly used for
studying protein-ligand interactions (especially by SPR) are

as follows: (i) commercially available dextran-coated sub-
strates466 and (ii) self-assembled monolayers (SAMs) of
alkanethiolates on gold or palladium.467-473 The dextran-
coated surfaces are convenient to use, but they have
disadvantages, including (i) the influence of the gel on mass
transport of the analyte, (ii) rebinding of analyte molecules
that become “trapped” in the gel environment, (iii) exclusion
of macromolecular analytes from the gel matrix, and (iv)
nonspecific binding.469,474

Exposing a clean, gold surface to a solution of alkanethiols
forms SAMs. These compounds are bound to the gold surface
as alkanethiolates with theirω-terminal functional group
oriented into the bulk solution. This functional group defines
the interface between the solid and the solution. SAMs of
alkanethiolates on gold have three characteristics that make
them particularly well-suited to the study of protein-ligand
interactions at surfaces. SAMs (i) allow flexibility in both
the composition and reactivity of the surface,467,468,474-480 (ii)
can be designed to resist the nonspecific adsorption of
proteins,481-486 and (iii) provide excellent compatibility with
the techniques of SPR467,468,487-490 and quartz crystal micro-
balance (QCM).489,491

SAMs presenting oligo(ethylene glycol) are particularly
important in studies of protein-ligand interactions at sur-
faces, since they effectively resist the nonspecific adsorption
of proteins and cells481,483-485 and provide an excellent
baseline against which the specific binding of proteins to
surface-bound ligands,467-469,492 or the nonspecific binding
of proteins to hydrophobic sites, can be measured.493

8.5. Most Convenient Assays
As an aside, to researchers new to this area, our experience

suggests that the most convenient assays for thermodynamic
binding studies are the dansylamide displacement assay
(section 8.3.1) and the inhibition of CA-catalyzed hydrolysis
of p-NPA (section 8.3.2), and, if the ligand is charged,
affinity capillary electrophoresis (section 8.3.3). For kinetics,
we find that SPR (section 8.4.1) and stopped-flow fluores-
cence spectroscopy (section 8.4.1) are the most convenient.

9. Structure −Activity Relationships for Active-Site
Ligands

9.1. Overview of Structure −Activity Relationships
CA has been a therapeutic target for many years, as gauged

by the considerable effort focused on developing high-affinity
inhibitors of CA and the more recent development of
activators of CA. Activators of CA (e.g., L- and D-histi-
dine,190-192 L- and D-phenylalanine,193 â-Ala-His,494 hista-
mine,194 tri- and tetrasubstituted pyridinium azole com-
pounds,495,496 and L-adrenaline226) bind to the entrance of
the active site (near His64) and increasekcat for the hydration
of CO2 by enhancing the activity of the proton shuttle (see
section 4.6). We will not focus on activators in this review
because Supuran and co-workers have comprehensively
reviewed them.497-499 In addition, the development of inhibi-
tors of CA has been well-reviewed elsewhere.2,15,500-502

Previous reviews on inhibitors of CA have focused mainly
on in vivo activity, as determined by the effect of topically
administered inhibitors on the reduction in intraocular
pressure. We focus here on in vitro approaches that develop
tight-binding (lowKd) sulfonamide inhibitors. In this section,
we discuss relationships between the structure of an inhibitor

Figure 10. Measuring the binding of CA to self-assembled
monolayers using surface plasmon resonance: (A) schematic of
the apparatus and the overall molecular structure at the solid-liquid
interface, (B) effects of mass transport on measurements of binding,
and (C) effects of lateral sterics on binding of CA at densely
populated surfaces.
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and its affinity, and in section 10, we discuss the use of CA
as a model for physical-organic studies in the design of
ligands.

We classify the myriad inhibitors of CA into three main
groups: (i) sulfonamides (R-SO2NH2), (ii) other sulfonic
acid derivatives (R-SO2-X, X * NH2), and (iii) small
monoanions (e.g., halides, azide, and thiocyanate). The
sulfonamides and sulfonic acid derivatives have values of
Kd in the picomolar to micromolar range, whereas the
inorganic monoanions bind CA with values ofKd in the
micromolar to millimolar range. We describe each class of
inhibitors in more detail below, with representative examples
listed in Table 10 (see also refs 157, 181, 182, 185, 189,
199, 200, 214, 216, 225, 227, 229-233, 284, 366, 368, 377-
379, 384, 389, 392, 413, 415, 417, 430, 458, 503-523).
Although this table contains many structures, it is not a
comprehensive listing of inhibitors for CA: those compila-
tions are elsewhere.2,15,500,501Instead, it lists compounds, and
families of compounds, that are (in our opinion) particularly
relevant to understanding the physical-organic chemistry of
CA-ligand binding: What ligands bind tightly and why?
What is the mechanism of association and dissociation?

The structure of a sulfonamide inhibitor can be divided
into four parts (Figure 11). Each part can be varied in
structure independently, and each has an important charac-
teristic or functionality that can modulate the affinity of the
ligand for CA. Perhaps the most significant region of the
molecule is the sulfonamide head group, which binds as the
RSO2NH- monoanion to the ZnII ion in the active site of
CA.276 Deprotonation of the sulfonamide is, therefore,
necessary for binding, and so the pKa of the sulfonamide
group often correlates with the rate constant of association
and with the equilibrium dissociation constant for binding
to CA. This relationship is particularly strong within classes
of similar compounds and is elaborated in section 9.2.2.389

In addition to aromatic sulfonamides, there are now several
examples of powerfulaliphatic sulfonamide andsulfamate
inhibitors. Typically, however, the group attached to the
sulfonamide is a 5- or 6-membered aromatic ring or fused
ring system, often containing nitrogen, oxygen, and/or sulfur
heteroatoms.2 In order to modulate the properties of the
inhibitor (such as pKa and solubility), many functional groups
have been conjugated to the aromatic rings; these groups
are often called “tails”.

Tail groups may vary in length from 1 to 100 Å and may
affect the in vitro and in vivo activity of the inhibitor by
changing the solubility, flexibility, polarity, and biocompat-
ibility of the compound.2 Additionally, tails may be used as
linkages to secondary recognition elements (SREs), which
target sites on the protein that are adjacent to the primary
binding site. This approach can significantly modulate the
affinity of an inhibitor by effectively creating a bivalent
ligand (see section 10). In addition, tails have been used as
a convenient variable region in several combinatorial studies
of sulfonamide inhibitors.

9.2. Thermodynamic Binding Data
We divide the many approaches to developing inhibitors

of CA into four categories: (i) lead-based design, (ii)
combinatorial approaches, (iii) rational design, and (iv)
computational approaches. Lead-based design, which is the
most common approach in the development of pharmaceu-
ticals, uses particularly active compoundssthat is, leadss
as the starting point in an iterative process of varying the

structure of the lead and selecting, from the small library
resulting from this variation, new lead compounds that have
improved properties (e.g., efficacy in predictive disease
models, profile of absorption, distribution, metabolism and
excretion (ADME), and toxicity). This approach has been
applied successfully to the development of sulfonamide-based
inhibitors of CA.

9.2.1. Inhibitors with Aromatic Rings

In 1940, Mann and Keilin observed that sulfanilamide (4)
can inhibit CA.524 This compound was the early lead in the
eventual development of the four systemic drugs now used
for the treatment of glaucoma: acetazolamide (137), meth-
azolamide (138), ethoxzolamide (140), and dichlorophen-
amide (136) (see Table 10). A common approach used in
the early design of sulfonamide-based inhibitors involved
modifying the aromatic ring system attached directly to the
sulfonamide group. Supuran and co-workers coined this tactic
the “ring approach”, and they provide an excellent review
of the clinical relevance of∼500 compounds generated using
the ring and tail approaches.2 The phenyl moiety of sulf-
anilamide has been changed to many different rings, includ-
ing furan (142), thiophene (145), thiadiazole (137and138),
indole (141), benzofuran (143), benzothiophene (149), ben-
zothiazole (140), thienofuran (144), thienothiophene (149and
150), thienothiopyran (152, 153, 156, 157, 160, 161, 163,
and 164), and thienothiazine (166). Table 10 includes
representative compounds from each of these classes that
were among the most effective inhibitors of CA. It is clear
from this list, and the references included therein, that most
of these compounds tested were bicyclic, contained at least
one sulfur atom, and had similar, nanomolar dissociation
constants but different in vivo activities. Affinity, therefore,
is not the primary factor in developing an effective thera-
peutic; essential criteria also include, among other factors,
pKa, hydrophobicity, and solubility (and other properties that
contribute to ADME/TOX/PK/PD).

Although the systemic drugs,136-138 and 140, were
effective antiglaucoma agents, they inhibit several CA
isozymes in tissues outside of the eye and cause wide-ranging
side effects. Topical antiglaucoma agents circumvent this
shortcoming. Compound140 was the lead used to develop
the two topical antiglaucoma agents, dorzolamide (157) and
brinzolamide (161). HCA II was the primary target of
inhibition because it is the critical CA isozyme that controls
the secretion of ocular aqueous humor.2,525 In section 9.2.4,
we describe attempts to develop isozyme-specific inhibitors.

9.2.2. Sulfamates and Non-aromatic Sulfonamides

While initially it was believed that onlyaromaticsulfon-
amides could serve as potent inhibitors of CA,500 it was
discovered subsequently that a “spacer” between the sul-
fonamide moiety and the ring could be incorporated into
tight-binding inhibitors. The tight binding of zonisamide
(278) to HCA II (Ki ) 35 nM) demonstrates that the aryl
ring of a sulfonamide inhibitor can also be separated from
the sulfonamide moiety by a methylene group.231 In another
example, a series of aryl sulfamates (183-185, compounds
of the type R-O-SO2NH2 where R represents a substituted
benzene ring) was synthesized and gave values of IC50 in
the range of 40-100 nM.504 Contrary to results with
substituted benzenesulfonamides, themeta-substituted sulfa-
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a Values ofKd were determined either by fluorescence titration (directly or with DNSA as the competitor) or by calorimetry; values ofKi were
determined by monitoring the hydratase (pH) or esterase (cleavage ofp-nitrophenyl acetate) activity of CA II as a function of added ligand.b Note
that the structures are accidentally switched in the original paper.189 c Value is the pKa of the conjugate acid.
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mates (184and185) were more potent inhibitors than their
para-substituted analogues (183) (Table 10). In the same
study, aryloxyalkyl sulfamates (compounds of the type
R-O-CH2CH2-O-SO2NH2, e.g.,185), in which methylene
units intervene between the aryl ring and the sulfamate, gave
compounds with roughly the same values ofKi as did the
aryl sulfamates (cf.185 and184; Table 10).

More recent examples of aryl sulfamates (EMATE,186;
2-MeOE2bisMATE, 186a; RWJ-37947,187; topiramate,
187a; 667-coumate,250; 251; and 252) were crystallized
with HCA II.128,216-218,230,233Although the values ofKi for
EMATE (10 nM) and topiramate (5 nM) were similar, these
two sulfamates bound with different geometries in the active
site of HCA II.230,233,523Whereas topiramate made several
hydrogen bonds to the hydrophilic face of the active site,233

EMATE bound entirely to the hydrophobic wall (Val121,
Phe131, Val135, and Pro202).230 Interestingly, although
2-MeOE2bisMATE (186a)is similar in structure to EMATE
(186, see Table 4), and although ionization of the sulfamate
on the aryl ring is more favorable than ionization of the
sulfamate on the cyclopentyl ring,186abinds to HCA II by
means of the sulfamate on the cyclopentyl ring (presumably
because of steric interactions between the enzyme and the
methoxy group on the aryl ring of186a).128

EMATE and 667-coumate bind to HCA II with similar
geometries, but the ZnII-N bond is 0.36 Å shorter in the
EMATE-HCA II complex.217 The short ZnII-N bond (1.78
Å) with the sulfamate nitrogen atom of EMATE, contrary
to most substituted benzenesulfonamides (1.9-2.15 Å), may
contribute to the high affinity of EMATE for HCA II.230 A
similarly shortened ZnII-N bond exists for compounds
containing fluorinated benzene rings55, 57, 210, and211,
as well as the tight-binding compound110 (Kd ) 0.23
nM).180,182,189

The next step in violating the conventional dogma for
inhibitors of CA was the complete removal of the aromatic
moiety. Supuran and co-workers investigated the binding of
sulfamic acid (192, Ki ) 0.39 mM, HCA II) and sulfamide
(279, Ki ) 1.13 mM, HCA II) to HCA I, HCA II, BCA II,
and BCA IV,228,233,413,519and, more recently, ofN-hydroxy-
sulfamide (280, Ki ) 566 nM, HCA II) to HCA I, II, IX,
and XII.227 X-ray structures of these compounds with HCA
II show new hydrogen bonds (not observed with aryl
sulfonamides) in an intricate hydrogen-binding network
between the inhibitor, enzyme, and solvent molecules.227,228

Tight binding to HCA I and II is restored for arylsulfonyl-
and arylsulfonylureido-derivatives of sulfamates and sulf-
amides.228,526 Many of these derivatives bind more tightly

to some isozymes than do the arylsulfonamides with the same
aromatic moiety.527 Some derivatives have a higher affinity
for HCA I than for HCA II; thus, arylsulfamates and
arylsulfamides may be useful as isozyme-specific inhibitors
(see section 9.2.4).

Scholz et al. first characterized trifluoromethanesulfon-
amide (188) as an inhibitor of HCA II.505 The surprising
result was that this relatively simple molecule had a very
high affinity (IC50 ) 13 nM, Kd ) 50 nM). The result was
all the more astonishing given the low affinity of methane-
sulfonamide (189) (IC50 ) 70 µM). The greater potency of
the fluorinated sulfonamide188 was attributed to the fact
that it has a much lower value of pKa than does189 (6.3 vs
10.8) (current understanding of the high affinity of188also
includes contacts between the trifluoromethyl group and the
enzyme; see section 10.3.4). Further work by Maren et al.
found a linear dependence between logKi and pKa across a
number of fluorine- and chlorine-substituted methanesulfon-
amides528 (Figure 12). Such a trend had been found previ-
ously for thepara-substituted benzenesulfonamides.503 The
dependence of affinity on pKa is discussed in detail in section
10.3.

Scholz et al. suggested a more extensive, quantitative
structure-activity relationship (QSAR) to describe the bind-
ing of aliphatic sulfonamides to HCA II.505 In their model,
inhibitory activity is determined by the inductive effects of
substituents vicinal to the sulfonamide moiety (these sub-
stituents presumably influence the pKa of the sulfonamide)
combined with the steric bulk of these substituents (steric
repulsion in the congested active site region near the ZnII

cofactor). The third term in the QSAR represents an increase
in affinity with increasing hydrophobicity (logP) of the
aliphatic chain attached to the sulfonamide. Increasing the
hydrophobicity of the chains was hypothesized to increase
the interaction of the inhibitor with the hydrophobic wall of
the active site of the enzyme (see section 4) and, thus, to
contribute to the stability of the complex. The influence of
log P and hydrophobic surface area on affinity are discussed
in detail in section 10.4.

9.2.3. “Tail Approach”

The “tail approach”sa term coined by Supuran and co-
workers2sis an approach to the development of leads that
is complementary to the “ring approach” described in section
9.2.1. The goal of this approach was to increase aqueous
solubility at neutral pH in order to obviate the clinical side

Figure 11. Binding of arylsulfonamide to carbonic anhydrase (CA).
(A) Structure of a general arylsulfonamide ligand showing the
structural features that can be modified (to a first approximation)
independently. (B) The interactions between the different structural
components of a general arylsulfonamide ligand and CA. Figure 12. Linear dependence betweenKi (on a logarithmic scale)

and pKa for a series of halogen-substituted unbranched aliphatic
sulfonamides (R-SO2NH2). Data taken from ref 528.
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effects of such inhibitors as dorzolamide, which are only
soluble in acidic media. It involved the derivatization of well-
characterized aromatic sulfonamides with ionizable moieties,
such as secondary or primary amines or carboxylates. The
intent of this approach was to optimize characteristics
required for applications in vivo (e.g., to ensure penetration
via the cornea for topical therapeutic applications) and so is
outside of the scope of this review. We, therefore, present
only a few comments here.

The first example of this approach involved modifying
the exocyclic acetyl group of acetazolamide by the attach-
ment of a variety of amino acids.529 Antonaroli et al. adopted
a similar approach but utilized dioic fatty acids as their
acylating agents.530 Values of Ki on the order of low
micromolar were observed in both cases. Supuran et al.
developed this approach by using a range of ionizable
moieties and precursor molecules and by characterizing the
inhibitors using in vivo models. This material has been
reviewed elsewhere.2,15

9.2.4. Isozyme-Specific Inhibitors

When targeting isozymes other than HCA II, most of the
side effects of the clinically used sulfonamidessfor example,
acetazolamide (137), methazolamide (138), ethoxzolamide
(140), dorzolamide (157), and brinzolamide (161)sare
probably due to inhibition of HCA II; many tissues and
organs, in which targeting HCA II may be undesirable,
contain large amounts of this isozyme.15 It is, therefore,
desirable to design inhibitors that bind more weakly to HCA
II than to other isozymes. The high degree of sequence and
structural homology among HCA I, II, and IV (see section
4) has made the synthesis of isozyme-selective inhibitors very
difficult. The initial generalization (from the use of HCA I
and BCA II and IV)531 that sulfonamides appear to bind more
tightly to CA II and IV than to CA I, while inorganic anions
seem to bind more tightly to CA I than to CA II and IV,
seems to hold.2 HCA II and BCA IV show remarkably
similar affinities to inhibitors.528Distinguishing between these
two major drug targets (specifically, HCA II and HCA IV)
has, therefore, proven particularly difficult; attempts to design
inhibitors selective for CA IV over CA II are presented
briefly here.

Given their extensive structural homology, including a
similar orientation of His64 in the proton shuttle (see section
4.6), the most successful approaches to designing inhibitors
capable of differentiating between CA II and IV have
involved exploiting their different subcellular locations. CA
II is a cytosolic protein, while CA IV is membrane-
associated, with its active site oriented toward the extracel-
lular space. Thus, membrane-impermeable inhibitors should
be capable of inhibiting CA IV without affecting CA II. This
possibility has been realized both in vitro and in vivo by
using polymeric532,533and cationic2,7 sulfonamides.

Isozyme-specific inhibitors may also be useful for targeting
isozymes involved in tumorigenesis (such as HCA IX and
XII) 88,534 or in lipogenesis (HCA VA and HCA VB).27,535

Supuran and co-workers employed sugar tails (e.g.,124-
130) to design sulfonamides that were water-soluble and
specific for isozyme IX.510,536Winum et al. investigated the
inhibition of 10 isozymes of HCA by the sulfamide analogue
(187b) of topiramate (187a).232 Compound187bwas a less
potent inhibitor of HCA II than187a(by a factor of∼102)
but effectively inhibited isozymes VA, VB, VII, XIII, and
XIV (with Ki values in the range 21-35 nM). The X-ray

structure of 187b with HCA II showed that its weak
inhibition of HCA II was due to a clash between a methyl
group of the inhibitor and Ala65, which is a residue unique
to HCA II139 (e.g., the corresponding residue is Ser in HCA
I,239 IV,224 VB,537 VII, 538 IX,539 XII, 210 and BCA II;147 Thr
in HCA III, 242 VI,540 and VIII;541 and Leu in HCA VA;537

see Table 4 for the PDB numbers of HCA I-IV and XII
and Table 3 for BCA II). Other compounds may, therefore,
be designed to have a low affinity for HCA II by exploiting
this interaction.

9.2.5. Inhibition by Small Monoanions

Simple monoanions can inhibit CA, although more weakly
than arylsulfonamides (192-205, Table 10). These studies
are important not only for understanding protein-ligand
interactions but also for knowing how anions present as
constituents in the buffer medium may influence binding
studies. Roughton and Booth first showed that small inor-
ganic anions could inhibit CA.448 In 1965, Kernohan reported
the use of stopped-flow fluorescence to measure the kinetics
of the binding of Cl- and NO3

- to BCA II as a function of
pH.299 Lindskog examined a larger series of anionic inhibitors
(F-, Cl-, Br-, I-, NO3

-, and NCO-) of CoII-BCA II using
the CO2 kinetic assay and spectrophotometric titrations.301

Prabhananda et al. reported values ofKd, determined by
spectrophotometric titration, for CoII-BCA II binding to
NCO-, SCN-, and CN-.291

Pocker et al. reported values ofKd for a large series of
small, anionic inhibitors, and these values are listed in Table
10.157 X-ray structural data (Table 4) show that most anions
(e.g., Br- and N3

-,195 I-,196 HS-,197 HCO3
-,198 HSO3

-,184

H2NSO3
-,228 SO4

2-,183 and foscarnet (-O2C-PO3
2-)225)

displace the ZnII-bound water and bind to the ZnII cofactor
in a tetrahedral geometry, whereas SCN-186 and NO3

-197 do
not displace the water. These two anions expand the
coordination sphere of the ZnII cofactor and bind to ZnII in
a distorted pentagonal geometry (see section 4.6). A trend
in the values ofKd for the halides favors binding of the
largest, most polarizable, least strongly solvated ion, iodide.
The obvious outlier in the series, CN-, is the bestσ-donor
of all the compounds listed, and althoughd10 metals are
relatively poor electron donors, the cyanide ligand is also
the strongestπ-acceptor in the series. Moreover, due to the
strong ligand field of the CN- ion, two equivalents can bind
to the ZnII cofactor and distort the tetrahedral geometry.291

Studies of protein-ligand interactions are typically per-
formed in buffered solution. The binding data discussed in
this section indicate that the identity and concentration of
the small, anionic component(s) of the buffer are important
in the analysis of binding constants and X-ray structures (see
section 4.3). In a buffer containing a concentration of
inorganic anion that approximates or exceeds itsKd, one must
consider the binding of a ligand, such as an arylsulfonamide,
to be a competition reactionsthat is, the observed equilibrium
involves exchange of inorganic anion with sulfonamide
anion.

9.2.6. Derivatives of Arylsulfonic Acids

Binding of the sulfonamide group, R-SO2NH2, as its
anion, R-SO2NH-, to the ZnII ion in the binding site of CA
has been the basic foundation for the design of CA inhibitors
for over 50 years.542 Other functional groups are, however,
not only possible but moderately effective. Supuran and co-
workers have explored a wide range of alternative arylsul-
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fonic acid derivatives of formula R-SO2-X (168-179,
Table 10), and they have reviewed this topic elsewhere.2

Among the R) p-MePh series, the most potent inhibitor of
HCA II was X ) NHCl with Ki ) 2.1µM.519 Although these
compounds are relatively weak inhibitors of CA, they were
used as leads to develop numerous nM inhibitors of HCA II
(138-140, Table 10). In contrast to sulfonamide-based
inhibitors, which have little isozyme selectivity, numerous
sulfonic acid derivatives showed significant selectivity (up
to 20-fold) for either HCA I or HCA II (see sections 9.2.2
and 9.2.4). These examples serve to illustrate that the
sulfonamide head group is not necessary for effective
inhibition of CA.

9.3. Kinetics of Binding
Studies of the kinetics of binding for inhibition of CA have

revealed important features regarding the mechanism of
inhibition by arylsulfonamide inhibitors and their derivatives.
We outlined methods for measuring the kinetics of binding
in section 8.3. Burgen and co-workers reported several
important experiments that used stopped-flow fluorescence
to establish a correlation between the pH of the inhibitor
and the dissociation constant (Kd) and betweenKd and the
apparent rate constant for bimolecular association (kon).302,389,458

In addition, the rates of binding measured by affinity capillary
electrophoresis (ACE; see sections 8.3.3 and 14) and surface
plasmon resonance spectroscopy (SPR; see section 12) have
been reported. These data are discussed further, along with
possible mechanisms for CA-sulfonamide binding, in sec-
tion 11.

9.4. Combinatorial Approaches to Ligand Design
An approach to the design of effective inhibitors of CA

involves combinatorial methodssthat is, the generation of
libraries of possible candidates and the selection of interesting
compounds from these libraries. Several combinatorial
approaches have utilized CA as the model enzyme. Supuran
and co-workers reported the synthesis and screening of a
library of arylsulfonamide inhibitors of HCA I and II using
solid-phase synthesis; interestingly, their screening method
assayed the resin-bound inhibitors.543

Burbaum et al. used BCA II as the model enzyme to test
the concept of encoded combinatorial libraries for small-
molecule drug discovery due to the synthetic accessibility
of arylsulfonamides and the extensive structural and me-
dicinal knowledge of their interactions with BCA II.506 They
constructed two libraries based on benzenesulfonamidesone
containing 1143 compounds and the other containing 6727
compounds. Using the dansylamide (DNSA,133) displace-
ment assay to measure binding affinity, their technique
identified two inhibitors, one of which (108) had aKd of 4
nM.

Sigal et al. reported a library of peptide conjugates based
on para-substituted derivatives of compound36.507 The
compounds of general formula, H2NSO2C6H4-(Gly)n-AA,
kept the benzene sulfonamide portion constant while varying
the number of Gly residues (n ) 0-3) and the identity of
the terminal amino acid residue (AA). For the most effective
series (n ) 0, 89-103), hydrophobic amino acids increased
the affinity by 1-2 orders of magnitude (fromKd ≈ 100-
1000 nM toKd ≈ 10 nM), whereas hydrophilic residues did
not enhance affinity. The series withn ) 1-3 displayed little
change in affinity as a function of the amino acids incorpo-
rated (see section 10.5).

Huc and Lehn described the use of virtual combinatorial
librariessthe reversible formation of inhibitors from a library
of components or fragmentssto form sulfonamide inhibitors
from amine and aldehyde components.544 They used BCA
II as the model system to develop this technique because
the mechanism of binding is well-understood and because
arylsulfonamide inhibitors are structurally simple and syn-
thetically accessible.544 The presence of BCA II enhanced
the production of certain combinations, suggesting specificity
of the enzyme for particular sulfonamides. This “dynamic
combinatorial library” approach was extended to include
irreVersiblecovalent interactions as the basis for combining
components of the library to generate compounds of structure
H2NSO2C6H4CH2SCH2R (11-15) from the fragment thiols
and alkyl chlorides.384 For a given pair of sulfonamide
products, the presence of BCA II in the reaction mixture
enhanced the formation of the product with the higher affinity
for BCA II. In addition, the labs of Sharpless, Wong, and
Kolb have developed inhibitors for HCA II using “click
chemistry” (the [1,3]-dipolar cycloaddition reaction between
azides and acetylenes)545 in combination with selection
methods.546

DNA-based libraries have been useful in identifying
inhibitors of BCA.414,547 Doyon et al. reported a technique
for using BCA to enrich the concentration of their target
inhibitors within a small library of inhibitors.547 They linked
each inhibitor to a unique sequence of DNA, which served
as a means to amplify and identify the enriched species. They
usedpara-phenylglycine-linked benzenesulfonamide, which
is similar to the highly effective compound106, as the target
for BCA. Among the seven proteins in their study, BCA
was among the most effective in terms of needing a minimum
quantity of protein in order to provide an enrichment factor
of >50-fold. This type of study illustrates how CA, among
other proteins, can be used as a model for developing new
methods in combinatorial selection.

Smith, Whitesides, and co-workers described the use of
electrospray ionization Fourier transform ion cyclotron
resonance spectrometry (ESI-FTICR-MS; see section 8.3.7)
to select for high-affinity ligands for BCA II.443,444 We
discuss this approach in section 13.2.

9.5. Computational Approaches to Ligand Design
With the increase in availability of high-resolution struc-

tures of proteins, computational chemistry is becoming a
useful approach to designing drugs and to understanding the
basis for drug-protein interactions.5,548-553 Grzybowski
et al. reported an in silico combinatorial method
(CombiSMoG554,555) that employs simulation to generate a
virtual library of inhibitors and then to rate the candidate
inhibitors by their binding free energies generated using
knowledge-based potential functions.189 HCA II was used
as the model enzyme for this study for several reasons: (i)
The location of the benzenesulfonamide group could be
specified. (ii) The inhibitors were small, uncharged, and easy
to test experimentally. (iii) The enzyme is relatively rigid,
and the active site is relatively plastic. (iv) The inhibitors
have low molecular weight, and the benzenesulfonamide
moiety is rigid. (v) The orientation of the inhibitor in the
active site is well-defined. The first demonstration of this
technique produced109 (Table 10), which is the highest-
affinity inhibitor of CA known to date (Kd ) 0.03 nM as
measured by the DNSA competitive binding assay). This
compound bound to HCA II approximately 8-fold more
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tightly than its enantiomer,110, in agreement with rela-
tive ordering of affinities for these two ligands from the
CombiSMoG approach. In addition, the calculated structure
of the HCA II-ligand complex was in satisfactory agreement
with the observed X-ray crystal structure of the complex,
for both of the ligands. This technique demonstrated the
potential for the combination of structure and computation
in the design of high-affinity inhibitors of proteins. We
discuss the binding of this ligand to HCA II in detail in
section 10.5.

Rossi et al. reported the use of HCA II to assess the
efficacy of using the free energy perturbation (FEP) method
to predict relative free energies (∆∆G) and the concomitant
structural changes among different complexes of HCA II with
arylsulfonamides.60 FEP is a computational approach that
starts with one molecule (e.g., a CA-sulfonamideA complex)
and slowly modifies it to another molecule (e.g., CA-
sulfonamideB) by adjusting the parameters that describe the
molecule. In the reported study, they compared the com-
plexes of HCA II with several inhibitors that were closely
related in structure. They found that, although FEP did not
accurately predict the exact structural perturbation of HCA
II, it did predict the energetic trends among the three
compounds with acceptable accuracy. FEP predicted the best
inhibitor in the small set examined, but it did not predict the
structural details of that complex as effectively. While this
study shows that the FEP method is applicable to studies in
ligand design, it suggests caution in such studies.

Grüneberg et al. reported the use of structure-based
algorithms to score the relative predicted binding affinities
for a group of compounds with HCA II.556 They found,
however, that there was relatively little correlation between
the predicted affinities and the measured inhibition constants.

9.6. Conclusions
Ligands of very diverse structure (e.g., small monoanions,

alkyl sulfamates, etc.) bind to and inhibit CA. There do not
seem to be any “essential components” for moderate-affinity
(∼µM) ligands: the sulfonamide, aryl ring, tail, and second-
ary recognition element can all be removed to generate lig-
ands with some affinity (indeed, can there be any structurally
simpler ligands than the small inorganic monoanions?). In
spite of the broad structural diversity of ligands that have
been examined, the highest-affinity class of ligands remains
the arylsulfonamides. In section 10, we attempt to determine
why the arylsulfonamides bind with such high affinity.
Further, we use the system of arylsulfonamides and CA as
a model to understand how to design high-affinity ligands
for proteins rationally (or, more precisely, what the oppor-
tunities and challenges of designing ligands rationally are).

10. Using CA to Study the Physical-Organic
Chemistry of Protein −Ligand Interactions

10.1. Overview
We have four objectives in this section: (i) to review why

the system comprising carbonic anhydrase (CA) and aryl-
sulfonamides is a good choice for a model system with which
to study protein-ligand binding; (ii) to clarify details of the
thermodynamic model of binding of arylsulfonamides to CA;
(iii) to explain how to use CA and arylsufonamides as a
model for ligand design through the separation of the
influence on affinity of the different structural components

of the arylsulfonamide; and (iv) to use that understanding
to explore methods for using CA to test methods in ligand
design (e.g., Lewis basicity, hydrophobicity, and multiva-
lency).

Section 9 describes the different classes of ligands for CA.
Here, we focus onpara-substituted arylsulfonamides (par-
ticularly p-substituted benzenesulfonamides,p-RC6H4SO2-
NH2; Figure 11A), because (i) these compounds are easy
to synthesize in great variety, (ii) the mode of binding of
these sulfonamides to CA is essentially conserved for all
arylsulfonamides and many isozymes of CA, and (iii) for
p-RC6H4SO2NH2, the mode of binding is independent of the
substituent R. We focus our analysis on the binding of
arylsulfonamides to carbonic anhydrase II (both the human,
HCA, and bovine, BCA, versions), because this isozyme is
the best characterized biophysically of the carbonic anhy-
drases (see section 2). The important interactions (Figures
11 and 12; see sections 4.6-4.8) between the sulfonamide
and CA are between (i) the ionized sulfonamide and the
ZnII cofactor of CA (formingp-RC6H4SO2NH-ZnII-CA
and resulting in displacement of the zinc-bound water,
CA-ZnII-OH2

+/CA-ZnII-OH), (ii) the sulfonamide head
group, SO2NH, and hydrogen-bond acceptors and donors of
residues of the active site of CA, (iii) the aryl ring and the
hydrophobic pocket of CA, (iv) the tail region and a nonpolar
surface of CA just outside of the active site, and (v) the
secondary recognition element (SRE) and a surface outside
of the active site and near the periphery of the conical cleft
of the enzyme (the so-called “hydrophobic wall”).

In this section, we exploit the conserved mode of binding
of arylsulfonamides to CA to examine these different
interactionsseparatelyas the structure of the ligand is
changed. This analysis suggests that all of the interactions
listed above (i-v) contribute to the affinity of arylsulfon-
amides for CA. For instance, using an aryl ring larger than
a phenyl ring (iii), a tail (iv), and/or an SRE (v) in ligand
design can generate ligands with affinities higher than a
hypothetical benzenesulfonamide with the same value of pKa

(and, thus, with the same strengths of the ZnII-N bond and
hydrogen bonds) as the ligand.

Since we are only examining arylsulfonamides in this
section, the-SO2NH2 moiety of the ligand is conserved.
We do not separate structural perturbations that affect the
hydrogen-bond network of the SO2NH from those that affect
the ionized sulfonamide, ArSO2NH-; instead, we consider
perturbations that affect the total “head group” together
(Figure 11A).

We adopt a four-part organization in this section:
(i) we discuss briefly the challenges in the rational design

of ligands that bind with high affinity to proteins based on
structural information, the utility of the system comprising
CA and arylsulfonamides in developing rules or principles
useful in this kind of design, and the interactions that make
arylsulfonamides good ligands for CA (section 10.2);

(ii) we explore separately the influence of variations in
the structure of arylsulfonamides that affect the head region
(section 10.3), aryl ring (section 10.3), tail region (section
10.4), and secondary recognition element (the concept of
multivalency, section 10.5) on the affinity (Kd

obs) of arylsul-
fonamides for CA (Figure 11B);

(iii) we dissect the thermodynamics of binding of aryl-
sulfonamides to CA into enthalpy and entropy of binding
and separately discuss the influence of perturbations in the
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regions of the head, ring, and tail on these observed
thermodynamic parameters (section 10.6); and

(iv) we summarize what the study of the system of CA/
arylsulfonamides teaches us about the rational design of
ligands that can (in principle) be applied to other systems
(section 10.9).

10.2. Challenges in Rational Ligand Design
We only discuss the challenges of designing high-affinity

ligands for proteins (and the system of CA and arylsulfon-
amides as a model in this effort) and do not discuss those of
designingdrugs. There are a number of issues involved in
converting a high-affinity ligand into a drug, but these issues
have more to do with physiology and in vivo pharmacology
than with physical-organic chemistry. There are several
worthwhile reviews that discuss CA as adrug target.2,15

10.2.1. General Concepts
Although the subject of more than 50 years of study,

designing high-affinity ligands for proteins of known
structuresa problem of molecular recognition in aqueous
solution that is presumably tailor-made for chemistrys
remains an elusive goal. The primary reason for our inability
to do so seems to be our lack of adequate understanding of
the physical principles that underlie the association of protein
and ligand in water.4,5

(1) Water and the hydrophobic effect: The hydrophobic
effectsthe propensity of hydrophobic molecular surfaces to
coalesce in aqueous solutionsis dominated by entropy at
room temperature and is accompanied by a large negative
change in the specific heat capacity.4,557 The hydrophobic
effect has been rationalized by invoking the entropically
favorable release of ordered water molecules (which surround
hydrophobic surfaces) when the hydrophobic surfaces coa-
lesce and/or the energetic penalty of creating a cavity in
water; the relative importance of the two is still unclear.4,557-560

Conceptually, we still do not understand the structure of
water around hydrophobic groups or the influence of
hydrogen bonding (as opposed to the size) of water on the
hydrophobic effect. Since many protein-ligand binding
events are believed to be dominated by the hydrophobic
effect, understanding the origin of this effect is clearly
important in efforts to engineer these interactions rationally.

(2) Electrostatic interactions in water: In vacuum, the free
energies of attraction of unlike point charges, and of repulsion
of like ones, are given by Coulomb’s law.561 In solution,
solvation complicates the calculation of such free energies.
The key issues that have not been clearly addressed include
the dielectric constant at the interface of protein and ligand
(crucial because the energy of association is inversely
proportional to the dielectric constant), the thermodynamic
driving force for electrostatic interactions (while, intuitively,
it might be expected to be enthalpy, recent analyses reviewed
by Gitlin et al.397 suggest that it is, in fact, entropy), and the
charge compensation between ionizable residues of a pro-
tein.4,397,561

(3) Protein plasticity: As Beece562 stated, “A protein is
not like a solid house into which the visitor (the ligand) enters
by opening doors without changing the structure. Rather it
is like a tent into which a cow strays.” Many proteins undergo
large conformational changes upon binding ligands or
substrates; this plasticity is one reason why rationally
designing a ligand to bind to a proteinsa flexible structures
has been difficult.563-565 Vamvaca et al. reported that a

monomeric, structurally disordered chorismate mutase could
be ordered into a structured binding site with catalytic activity
by binding a transition-state analogue ligand.564 Benkovic
and Hammes-Schiffer analyzed the catalytic activity of a
number of mutants of dihydrofolate reductase and demon-
strated that amino acid residues far (∼20 Å) from one another
in the tertiary structure of a protein can influence the binding
of ligands in a cooperative (or synergistic) fashion.565 This
idea of structural, energetic coupling of well-separated amino
acid residues is still a difficult one to understand and makes
the rational design of high-affinity ligands particularly
difficult.

(4) Estimating the change in entropy: The entropy of
protein-ligand complexation is an aggregate value taking
into account the losses in translational and rotational entropy
of the ligand (and the protein, see (3) above),5,566,567the loss
in conformational mobility of the ligand (and the pro-
tein),5,566-568 new vibrational modes of the protein-ligand
complex,566 loss of vibrational modes of the free protein,566

the burial of hydrophobic surface area upon complexation,4,557

and the release of solvent (and, perhaps, buffer or additive)
molecules.566 The inability to estimate theoretically, or at the
least to ascribe the observed change in entropy to, these
individual components has been one of the more intractable
problems in this area.

(5) Enthalpy/entropy compensation: In many cases of
protein-ligand binding, the enthalpies of binding of a series
of ligands are positively correlated with their entropies of
binding; that is, as the structure of the ligand varies, changes
in enthalpy are compensated by changes in entropy.403,569-573

This compensation has the effect of reducing changes in the
free energy of binding with modifications to ligand structure
and can even make the free energy of binding constant
(although the fundamental thermodynamics and interactions
vary) within a series of ligands. While qualitative theoretical
models have been proposed,571,572 the quantitative physical
basis for this phenomenon, and even the qualitative aspects
of the model, remain undefined and are still subjects of
debate.573-576 Understanding when and why enthalpy/entropy
compensation should be expected (and the role, if any, of
solvent and solvent release in the process) would facilitate
the rational design of high-affinity ligands.

10.2.2. Enthalpy and Entropy of Binding
10.2.2.1. Why Separate Enthalpy and Entropy? Why

Not Just Use Free Energy?The free energy of binding
(∆G°), which is directly proportional to the logarithm of the
dissociation constant (Kd), has components of enthalpy (∆H°)
and entropy (∆S°) of binding, although it is common that
∆H° and∆S° are not distinguished in discussions of binding
processes. In noncovalent interactions, complexation is often
assumed to be driven by∆H°, but ∆S° can play a majors
even dominatingsrole in the thermodynamics of binding in
water (see section 10.2.1). A primary contributor to a
favorable ∆S° is the hydrophobic effect.4,557-560 Another
contributor to a favorable∆S° can be the residual mobility
of the protein-ligand complex.403 For instance, the ligand
can maintain significant mobility (and, thus, maintain a
favorable entropy) in the complex, because good binding
often seems to be surprisingly loose (in stark contrast to the
historically honored model for the binding of a ligand to an
enzyme30sthe insertion of a key into a lock or a hand into
a glove (“induced fit”)).

Many investigators have argued that separating∆H° and
∆S° is neither possible (due to experimental artifacts and

Studies of Proteins and Protein−Ligand Binding Chemical Reviews, 2008, Vol. 108, No. 3 991



theoretical issues related to the temperature dependence of
both terms) nor worthwhile and that the only important
thermodynamic parameter is∆G°.30 We believe, however,
that separating the two is possible with current experimental
techniques (in particular, isothermal titration calorimetry)408

and that understanding the separate influence of∆H° and
∆S° on protein-ligand binding should improve our ability
to designhigh-affinity ligands. For instance, we must know
accurately the magnitude of∆S° in order to test models for
protein-ligand binding based on hydrophobic contacts or
on the residual mobility of the ligand in the protein-ligand
complex.

The remainder of this section covers the two major
techniques used to measure∆H° and∆S° of protein-ligand
interactionssvan’t Hoff analysis and isothermal titration
calorimetry (ITC)sas well as the compensation often
observed between∆H° and ∆S°. Section 10.5 discusses
systematic studies of the separated thermodynamics of
binding of arylsulfonamides to CA.

10.2.2.2. van’t Hoff Analysis to Estimate Enthalpy and
Entropy of Binding. Most estimates of enthalpy and entropy
of binding of arylsulfonamides to CA (and, in general, of
most ligands to proteins) have measured the temperature-
dependence of the dissociation constant (Kd) and analyzed
the data using the method of van’t Hoff (eq 14),

whereT is the temperature in K,R is the ideal gas constant
in kcal mol-1 K-1, ∆H° is the enthalpy of binding in kcal
mol-1, and∆S° is the entropy of binding in kcal mol-1 K-1.
Plotting lnKd vs T-1 provides∆H° from the slope and∆S°
from they-intercept.

Because∆H° and ∆S° are assumed to be temperature-
independent, this analysis is predicated on a negligible
change in heat capacity (∆Cp) upon binding.577Large changes
in heat capacity are often observed for hydrophobic interac-
tions in water (see section 10.2.1)4,557 and can result in
deviations from eq 14 and in curvature in van’t Hoff plots.
Further, the dielectric constant of water has an anomalously
strong dependence on temperature; this dependence changes
the magnitude of electrostatic interactions with tempera-
ture.397 Only a limited range of temperatures can be examined
by van’t Hoff analysis of proteins (because the structure of
the protein can itself be temperature-dependent), and ex-
trapolation to a very distanty-intercept is necessary to
estimate the entropy of binding. This sort of extrapolation
notoriously yields uncertain values of enthalpy and en-
tropy.574

Equation 15 shows a more complicated form of eq 14a
that allows for a nonzero, temperature-independent change
in heat capacity (∆Cp) upon binding577,578

where T0 is an arbitrarily selected reference temperature
(usually 298 K),Kd

0 is the dissociation constant atT0, and
∆H0 is the enthalpy of binding atT0. This equation, however,
can still give thermodynamic parameters that differ from

those obtained calorimetrically,578-580 and it is still subject
to errors from probing a limited range of temperature.

10.2.2.3. Isothermal Titration Calorimetry to Measure
Directly Enthalpy and Entropy of Binding. Isothermal
titration calorimetry is currently the most accurate technique
for estimating the dissected thermodynamic contributions to
binding because it measures directly the heat released (and
so, the enthalpy of binding) when protein is titrated with
ligand at constant temperature.408 The sensitivity of com-
mercially available microcalorimeters (see section 8.2.4)
allows for the measurement of heat released at each step
during a titration and, thus, provides∆G° in addition to∆H°,
from which ∆S° can be calculated.

10.2.2.4. Enthalpy/Entropy Compensation.As men-
tioned in section 10.2.1, the correlation between the enthalpy
of binding for a series of ligands and the entropy of bindings
a correlation that often minimizes changes inKd with ligand
structure403,569-573shas complicated the rational design of
high-affinity ligands. Gilli et al. undertook an extensive
literature survey of values of enthalpy and entropy, deter-
mined by van’t Hoff analysis, that characterized receptor-
ligand binding.569 Their results revealed that enthalpy and
entropy of binding were almost perfectly compensating for
the association of 136 structurally unrelated, but therapeuti-
cally useful, ligands with 13 distinct macromolecular targets.
They speculated that the limit in affinity (Kd ≈ 10 pM)
resulted (somehow) from this compensation between the
entropy and enthalpy of binding.

Dunitz and Williams and co-workers sketched a theoretical
framework for enthalpy/entropy compensation by approxi-
mating a protein-ligand complex as a potential energy
well.571,572 Dunitz approached the issue semiquantitatively
and used the Morse potential to estimate the dependence of
the entropy of the complex (primarily due to the residual
mobility of the ligand in the complex) on its enthalpy (bond
dissociation energy).571 From this analysis, he concluded that
enthalpy/entropy compensation is associated with weak,
intermolecular interactions in general and is not merely
restricted to complexation in water. This theoretical model
suggests an origin for the compensation between enthalpy
and entropy of binding: a more tightly held protein-ligand
complex (one with a more favorable enthalpy of binding)
has less residual mobility (and a less favorable change in
entropy due to greater entropic cost of complexation) than a
less tightly held one.

Williams and co-workers have explored the dimerization
of glycopeptide antibiotics in water as a model system for
understanding protein-ligand complexation.581,582They probed
the “tightness” of the dimer interface (that is, the physical
separation of monomer subunits) by NMR. They demon-
strated that a tighter dimer interface was associated with both
a more favorable free energy and a more favorable enthalpy
of dimerization than a looser one.581,582The more favorable
enthalpy of dimerization was partially compensated by a
more unfavorable entropy of dimerization: enthalpy/entropy
compensation.582 The observed compensation was not ex-
act: the free energy of binding decreased (became more
favorable) with decreasing (more favorable) enthalpy and
with increasing tightness of the dimer interface.

10.2.3. Utility of the System of CA/Arylsulfonamides in
This Effort

The system of carbonic anhydrase and arylsulfonamides
offers four advantages in exploring approaches to the rational
design of high-affinity ligands for proteins:
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(i) CA is readily available from commercial sources (HCA
I, HCA II, and BCA II) and its site-specific mutants from
facile overexpression inE. coli (see section 4.2).

(ii) CA does not undergogrossconformational changes
upon binding sulfonamides (see section 4.5). This lack of
plasticity (see section 10.2.1) allows for a relatively straight-
forward interpretation of thermodynamic and kinetic data
because the protein, to a first approximation, can be treated
as rigid (rms deviation≈ 0.2-0.3 Å between ligand-free
and ligand-bound forms of HCA II).283,284 The individual
amino acid side chains lining the active site, particularly
His64, are, however, still conformationally mobile. Subtle
conformational changes or dynamics of these residues might
affect affinity in ways that are hard to predict.

(iii) There are several convenient assays to measure
binding (e.g., the inhibition of catalysis and the competitive
displacement of fluorescent sulfonamides from the active site)
(see section 8).

(iv) Compounds of structurep-RC6H4SO2NH2 (Figure
11A), para-substituted benzenesulfonamides, are easy to
synthesize in great variety (see section 10.1). All of the
relevant regions (head, ring, tail, and secondary recognition
element) of their structure can be changed independently,
and the influence of these changes on binding to CA can be
assessed separately. For example, the system allows the
separate study, and evaluation of importance to affinity, of
the influence of substituents (R) on the nucleophilicity of
RC6H4SO2NH- toward the ZnII cofactor and on the hydro-
phobicity of the ligand.

10.2.4. Why Are Arylsulfonamides Such Good Ligands for
CA?

10.2.4.1. Sulfonamides as Transition-State Analogues
for the Hydration of Carbon Dioxide. In this section, we
address the particular structural features that make sulfon-
amides superior to other classes of molecules for binding to
CA. For many enzymes, molecules that mimic the transition
state of the catalyzed reaction make good ligands.30 This
concept seems to apply to CA. The structure of CA with a
bound sulfonamide resembles the structure of CA with the
native substrates, hydroxide and CO2 (putative) or HCO3

-,
bound in its active site (Figure 13).64,184,198,199,583In a CA-
sulfonamide complex, the sulfonamide nitrogen anion co-
ordinates to the ZnII cofactor, the sulfonamide NH donates
a hydrogen bond to the Oγ of Thr199, one sulfonamide
oxygen accepts a hydrogen bond from the backbone NH of
Thr199, and the other sulfonamide oxygen coordinates
weakly at a fifth position on the ZnII (Figures 11B and 12B).
This arrangement mimics the structure of CA bound to
bicarbonate (Figure 13C), where the bicarbonate oxygen
coordinates to the ZnII cofactor, the bicarbonate OH donates
a hydrogen bond to the Oγ of Thr199, one bicarbonate

oxygen accepts a hydrogen bond from the backbone NH of
Thr199, and the other bicarbonate oxygen coordinates weakly
at a fifth position on the ZnII cofactor.

10.2.4.2. ZnII -N Bond. Upon binding, the ionized
sulfonamide nitrogen displaces the zinc-bound water
(ZnII-OH/ ZnII-OH2

+) and interacts directly with the ZnII

cofactor (see section 4). To our knowledge, all high-affinity
ligands that have been reported make use of the ZnII-N
bond. For instance, Scolnick et al. have shown that hydrox-
amic acids (RCONHOH), which bind to ZnII-containing
metalloproteases by bidentate chelation of the ZnII by the
carbonyl and hydroxyl groups of the ligand, bind to HCA II
in a mode similar to that used by sulfonamides: the ionized
nitrogen binds directly to ZnII and the carbonyl group of the
ligand accepts a hydrogen bond from the backbone NH group
of Thr199.200

10.2.4.3. Hydrogen-Bond Network.The “hydrogen-bond
network” between ligand and CA is also crucial for high-
affinity binding (Figure 7). On the basis of free-energy
perturbation simulations of the binding of a benzenesulfon-
amide and a benzenesulfonate to HCA II, Merz et al. argued
that an important reason that sulfonates are weaker ligands
for HCA II than are sulfonamides is because a sulfonate
bound to HCA II lacks the ability of a sulfonamide to donate
a hydrogen bond to Oγ of Thr199.584 Their simulations
suggested that binding of the sulfonate results in a repulsive
OsO interaction between the anionic sulfonate oxygen and
Oγ of Thr199, and that, in order to reduce this repulsion,
Thr199 rotates and loses its hydrogen bond with Glu106.584

They concluded that the interaction between the sulfonamide
NH and Oγ of Thr199 is an essential component of the
specificity of HCA II for sulfonamides. While their results
qualitatively supported one possibility for why sulfonates
have lower affinities than sulfonamides, their simulations
could not quantitatively explain the data. The experimental
difference in free energy of binding (∼10 kcal mol-1)
between benzenesulfonate and benzenesulfonamide is much
greater than their calculated value (∼5 kcal mol-1).584 A large
contribution to this difference could be the difference in
energies between the ZnII-N bond (for sulfonamides) and
the ZnII-O bond (for sulfonates); their simulations could
probably not calculate these energies accurately because of
difficulties in treating the ZnII cofactor computationally.584

Regardless, Thr199 is believed to make important contacts
to ZnII-bound ligands, and this central role in determining
ligand accessibility to the active site has led to Thr199 being
termed the “doorkeeper residue”.184,289,294,585

Suitable data to enable a direct estimate of the contribution
of the hydrogen bond network to the free energy of binding
of arylsulfonamides have not been reported. Liang et al. have
reported that dansylamide (133) binds to a Thr199Ala mutant
(a mutation that abolishes the hydrogen bond between the

Figure 13. Diagram comparing (A) carbon dioxide (putative interactions), (B) an arylsulfonamide, and (C) bicarbonate bound in the active
site of HCA II. The arylsulfonamide can be viewed as a transition-state analogue of the hydratase reaction (H2O + CO2 / HCO3

- + H+).
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sulfonamide NH and Oγ of Thr199) of HCA II with a 4-fold
lower affinity (difference in∆G° of ∼0.8 kcal mol-1) than
to wild-type HCA II.303 No estimate is available for the
hydrogen bond between the backbone NH of Thr199 and
the sulfonamide oxygen.

As mentioned in section 10.1, we do not explicitly discuss
structural perturbations that affect the hydrogen-bond net-
work alone, but rather discuss the influence of structural
perturbations on the head group of the arylsulfonamide as a
whole (Figure 11A).

10.2.4.4. Interactions between the Aryl Ring and the
Hydrophobic Pocket of CA. Crystal structures of HCA II
complexed with arylsulfonamides have revealed contacts
between the aryl ring of the sulfonamide and the hydrophobic
pocket of the enzyme (section 4.6).47,289,290These contacts
are believed to be primarily hydrophobic and to contribute
to the free energy of binding;182 for instance, benzene-
sulfonamide (1) binds to HCA II with ∼103-fold higher
affinity than does methanesulfonamide (189). While QSAR
analyses have suggested that the hydrophobicity of the aryl
ring of the sulfonamide is important in affinity (see section
9.2.1),9,503,586,587 this idea has not been tested rigorously
through a systematic examination of the affinity of simple
sulfonamides of varying hydrophobicity. Most reports have
complicated the issues of hydrophobicity and Lewis basicity
of the sulfonamide on affinity. We attempt to examine these
factors separately in section 10.3.

10.2.5. Conclusions

Rational ligand design has been, and remains, challenging
because we do not understand the fundamental, underlying
thermodynamic principles of molecular recognition in water.
Using isothermal titration calorimetry to separate the influ-
ence of enthalpy and entropy on affinity will, we believe,
make it possible to begin to understand (or rationalize) the
thermodynamics of these systems. The system of CA and
arylsulfonamides provides a useful model system to try to
understand this subject because so many biophysical and
thermodynamic (binding) data are available for it. It is a
“simple” system (e.g., negligible conformational change of
CA upon complexation with arylsulfonamides, conforma-
tionally rigid ligand, and relatively well-defined protein-
ligand interactions) that generates as uncomplicated ther-
modynamic data as any system of protein and ligand now
available. Even so, accurate and extensive thermodynamic
data will be necessary, but not sufficient, for understanding
even this simplest example of protein-ligand interactions.
A complete description will also require physical models,
statistical mechanics, perhaps molecular dynamics, and direct
observation of water.

10.3. Influence of the Head Group of
Arylsulfonamides on Their Binding to CA

10.3.1. General Approach

This section summarizes the influence of the sulfonamide
head group on the affinity of arylsulfonamides for CA (Figure
11A); section 10.4 examines the influence of the tail region
on affinity. Section 10.5 discusses the influence of structural
perturbations on the enthalpy and entropy of binding of the
sulfonamide head group. We conclude that much of the
reported variation in affinity of arylsulfonamides can be
explained by the influence of the pKa of the arylsulfonamide
on the head group; sulfonamides that deviate from our

analysis are likely taking advantage of contacts (especially
hydrophobic contacts) between the aryl ring and CA.

10.3.2. pKa Determines the Fraction of Arylsulfonamide
Present in the Active, Ionized (ArSO2NH-) Form

We wish to separate the influence of the pKa (a value that
is affected by the structure of the ligand) of the arylsulfon-
amide on the fraction available in the “active” form (either
anion or neutral) and on the Lewis basicity of ArSO2NH-

toward CA (toward the ZnII cofactor and toward hydrogen-
bond acceptors and donors in the active site; Figure 13B).
Our objective in this section is to summarize the literature
and to rationalize future efforts to design ligands that have
the “best” pKa for binding.

There are four possible schemes, which vary in the
protonation statessthat is, the active formssof the two
components, that might describe the binding of arylsulfona-
mides to CA (eqs 16-19). While the ionizable group (value
of pKa ≈ 6.6-7.0 for CA II) on the enzyme has not been
unambiguously identified and has been the subject of
controversy in the literature, here we adopt the prevailing
view that ionization occurs at the zinc-bound hydroxide/water
(CA-ZnII-OH/CA-ZnII-OH2

+).302,307,454,588

Figure 14A shows the fractions of arylsulfonamide and
CA-ZnII-OH2

+ in the protonated and deprotonated forms,
as a function of pH. Figure 14B shows simulated curves for
the pH-dependence of the affinity of arylsulfonamides for
CA II: the product of fractions of CA II and arylsulfonamide
in the active forms specified in eqs 16-19. This figure also
shows experimental data for the pH-dependence ofKd

obs for
the complex between HCA II andp-nitrobenzenesulfonamide
(3). Only the simulations to eqs 17 and 18 are compatible
with these data; eqs 16 and 19 are not compatible with this
pH-dependence, and so we rule out these thermodynamic
models.

10.3.3. Selection of Standard Reaction for the Binding of
Arylsulfonamides to CA

Scheme 1 shows the equilibria between the active forms
of CA and arylsulfonamide specified in eqs 17 and 18.
Equations 17 and 18 are thermodynamically indistinguishable
(Figure 14B). We take the pathway involvingKd

ArSO2NH- as
the predominant one (although analyzing the pathway
involving Kd

ArSO2NH2 would lead to the same conclusions for
the “best” sulfonamides to bind to CA). We then calculate
values ofKd

ArSO2NH- using eqs 20 and 21, with literature
values of pKa for arylsulfonamides and for CA-ZnII-OH2

+

(we take this pKa to be 6.8 for HCA II and 6.9 for BCA

ArSO2NH2 + CA-ZnII-OH2
+ /

ArSO2NH-ZnII-CA + H2O + H+ (16)

ArSO2NH2 + CA-ZnII-OH /

ArSO2NH-ZnII-CA + H2O (17)

ArSO2NH- + CA-ZnII-OH2
+ /

ArSO2NH-ZnII-CA + H2O (18)

ArSO2NH- + CA-ZnII-OH /

ArSO2NH-ZnII-CA + OH- (19)
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II; 269,296,299 see section 4.7), the dissociation constant of
binding (Kd

obs; Table 10), and the pH at which binding was
measured:

This analysis allows us to calculate a dissociation constant
for the reaction between CA-ZnII-OH2

+ and the ionized
(anionic) form of the sulfonamide, ArSO2NH- (eq 18; Table
1124) or inorganic ligand, L- (Table 12).157,589-591

10.3.4. Brønsted Relationships Reveal the Role of
Basicity of the Sulfonamide Anion

A Brønsted relationship between the logarithm ofKd
ArSO2NH-

and pKa of ArSO2NH2 (with a slope ofâ) would establish
the extent to which the interactions of ArSO2NH- with the
ZnII cofactor of CA and with a proton are related. Deviations
of individual arylsulfonamides from the general linear
relationship would suggest the contribution of other factors
(e.g., hydrophobicity) to affinity. We consider the key
question of “What is the value ofâ?” first.

While the maximum value ofâ is plausibly unity for this
type of reaction, we anticipate that it is probably significantly
lower because we expect the CA-ZnII-NHSO2Ar bond to
be significantly more ionic (less covalent) than the H-NHSO2-
Ar bond. We attempted to determine the value empirically
by constructing a plot of logKd

ArSO2NH- vs pKa for the binding
of a number of structurally related arylsulfonamides to CA
II (Figure 15). Linear fits to these data gave values ofâ
between 0.4 and 0.7, but the quality of the fits was poor (R2

) 0.20-0.26), presumably because of the heterogeneity in
the interaction of these ligands with CA II.

We consider three model studies that should allow more
reliable estimates ofâ; these studies explore the binding of
(i) arylsulfonamides and simple monoanions to a small-
molecule model of the active site of CA, (ii) anionic nitrogen
heterocycles to HCA I, and (iii) fluorinated benzenesulfon-
amides to BCA II. From these studies, we believe that the
best estimate for the value ofâ is ∼0.6.

Kimura and co-workers examined the binding of arylsul-
fonamides and anions to a macrocyclic triamine chelated to
ZnII (206) in aqueous buffer (with 10% acetonitrile for
solubility).335,350This small molecule (206) seems to provide
a good model for the active site of CA because it (i) has a
distorted tetrahedral geometry about ZnII with the fourth site
occupied by a water molecule with a pKa of 7.3 (similar to
the pKa of CA-ZnII-OH2

+; section 10.3.3), (ii) catalyzes
the hydrolysis ofp-nitrophenyl acetate (a model substrate
for CA), and (iii) binds arylsulfonamides as anions with
concomitant displacement of the ZnII-bound water. A Brøn-
sted plot derived from their data for the dependence of log
Kd

ArSO2NH- on pKa (R2 ) 0.88) reflects only the effect of pKa

(e.g., Brønsted or proton basicity) on the strength of the
ZnII-N bond because the arylsulfonamide cannot engage in
hydrophobic contacts of its aryl ring or hydrogen bonds of
its head group, in the bound complex. They obtained a value
for â of 0.29 ( 0.05.

Khalifah et al. undertook a Brønsted analysis of the binding
of four aromatic nitrogen heterocycles (imidazole analogues)
to HCA I. They observed a linear dependence of the

Figure 14. Fractions of arylsulfonamide and carbonic anhydrase
II in their protonated and deprotonated forms, and the affinity of
arylsulfonamides for HCA II, as a function of pH. (A) pH-
dependence of the fractions (θ) of arylsulfonamide (ArSO2NH2 and
ArSO2NH-, eq 20a) and carbonic anhydrase II (CA-ZnII-OH2

+

and CA-ZnII-OH, eq 20b) in protonated and deprotonated forms.
The values of pKa used were 6.6 for CA-ZnII-OH2

+ and 9.3 for
ArSO2NH2. (B) Simulations (shown as lines) and experimental data
(shown as black squares forp-nitrobenzenesulfonamide,3; data
taken from ref 302) of the affinity of arylsulfonamides for HCA
II. The simulated curves are the products of the fractions of HCA
II and arylsulfonamide in the reactive forms given in eqs 16-19
(see text). The curves have been scaled to give a maximum value
of unity (using constantc) to facilitate comparisons between curves.
Simulated curves using eqs 17 and 18 are identical, and thus, the
two equations are thermodynamically indistinguishable.

Scheme 1. Equilibria for the Association of Arylsulfonamide
(ArSO2NH2/ArSO2NH-) with Carbonic Anhydrase
(CA-ZnII -OH2

+/CA-ZnII -OH) (Reproduced with
Permission from Ref 182; Copyright 2007 Wiley-VCH)

θArSO2NH- ) [1 + 10pKa(ArSO2NH2)-pH]-1 (20a)

θCA-ZnII-OH2
+ ) [1 + 10pH-pKa(CA-ZnII-OH2

+ )]-1 (20b)

Kd
ArSO2NH-

) Kd
obsθArSO2NH- θCA-ZnII-OH2

+ (21)
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Table 11. Dissociation Constants,Kd
obs and Kd

ArSO2NH- (Calculated for the Binding of the Anion to CA-Zn2+-OH2
+; eq 18)
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logarithm ofKd
N- on the pKa of the neutral species for these

ligands; the best-fit line gave a value forâ of 0.43( 0.07
with R2 ) 0.95.409 This low value forâ is in reasonable
agreement with that from the small-molecule study of Koike
et al. and suggests that the ZnII of CA is a hard acid and
that the interaction of ArSO2NH- with ZnII of CA is more
ionic than is its interaction with a proton.

While these studies are interesting, they are far from
ideal as models for the binding of the arylsulfonamide
anion to CA II: Koike et al. used a small-molecule model
of the active site of CA in which the ZnII was chelated by
secondary amines and not His residues (and their study
neglects the pKa-dependence of the hydrogen-bond net-
work), and Khalifah et al. examined the binding of aromatic

Table 11 (Continued)

a pH at whichKd
obs was reported.b Values ofKd

obs were taken from values forKd andKi from references in Table 10.c Calculated from eq 18.
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nitrogen heterocycles (not arylsulfonamides) to HCA I (not
CA II). In a study relevant to the binding of arylsulfonamides
to CA II, Krishnamurthy et al. have recently reported the
binding of fluorinated benzenesulfonamides (207-212) to
BCA II.182 By constructing a quantitative structure-activity
relationship (QSAR), the investigators separated the influence
of fluorination of the ring on electrostaticsLewis basicity
of ArSO2NH- toward the ZnII cofactor and toward the
hydrogen-bond network (interactions that they assumed were
dependent on pKa)sand hydrophobicscontacts of the phenyl

ring with the enzyme (an interaction that they assumed was
dependent on logP, the logarithm of the octanol/aqueous
buffer partition coefficient)sinteractions (eq 22; Figure 16A).
Their plot suggests a value forâ of ∼0.6 (with R2 ) 0.83),
which is consistent with the more ionic (less covalent)
character of the ZnII-NHSO2Ar bond than of the
H-NHSO2Ar bond.

From these simple studies, we take the value forâ for the
binding of arylsulfonamides to CA II to be∼0.6. This value
takes into account the pKa-dependence of the Lewis basicity
of the arylsulfonamide anion for the ZnII cofactor and of the
hydrogen-bond network. We discuss the affinity of arylsul-
fonamides relative to a Brønsted plot constructed with that
slope below.

10.3.4.1. Comparison of Affinity of Arylsulfonamides
for CA Relative to Brønsted Relationships.Figure 17A
shows a plot of the dependence ofKd

obs on the pKa of
arylsulfonamides where values of pKa are available (Table
10). Figure 17B shows a similar plot forKd

ArSO2NH-. The
values ofKd

ArSO2NH- generally decrease (that is, 1/Kd
ArSO2NH-

and affinity increase) as values of pKa increase (that is,
ArSO2NH- becomes a stronger Brønsted base). One sul-
fonamide (109) seems to bind with exceptional affinity. We
discuss this ligand, which we believe is able to exploit both
multivalency and hydrophobic contacts, further in section
10.6.2.

We have drawn two theoretical lines with slopes of 0.6
(based on our analysis forâ in the previous section) in Figure
17B. The lines pass through unsubstituted benzenesulfon-
amide (1) and represent the affinities for a hypothetical set
of arylsulfonamides that have variable pKa (and, thus,
different strengths for the ZnII-N bond and hydrogen-bond
network) but the same strengths for hydrophobic contacts
(assumed to be pKa-independent) as benzenesulfonamide (see
section 4.6); the solid line describes the binding of benzene-
sulfonamide to HCA II, and the dashed line describes binding

Table 12. Thermodynamics of Binding of Anions to CA II

BCA II HCA II

Compound Anion (L-) pKa
a pHb Kd

obsc (mM) Kd
L-

d (mM) pHb Kd
obs(mM) Kd

L-
d (mM)

193 F- 3.2 7.55 1200 220 6.9 >300 e 130
194 Cl- -7.0 7.55 190 35 6.9 200 e 89
195 Br- -9.0 7.55 66 12 6.9 200 e 89
196 I- -10.0 7.55 8.7 1.6 6.9 26 e 12

9.2 500 f 2.0
197 HS- 7.0 7.55 0.011 0.001 6 7.5 0.04 g 0.005 1
198 CN- 9.2 7.55 0.002 6 0.000 010 7.5 0.02 g 0.000 065
199 N3

- 4.7 7.55 0.59 0.11 8.7 21 f 0.26
200 NCO- 3.5 7.55 0.11 0.020 6.9 0.02 e 0.008 9

8.7 0.3 f 0.003 7
201 SCN- 0.9 7.55 0.59 0.11 9.0 25 f 0.16

7.4 1.8 f 0.36
6.9 0.6 e 0.27
6.4 0.32 f 0.23

202 OAc- 4.7 7.55 85 16 6.9 70 e 31
203 HCO3

- 6.5 7.55 26 4.4 6.9 70 e 22
204 NO3

- -1.5 7.55 48 8.8 6.9 35 e 15
205 ClO4

- -10.0 7.55 16 2.9 6.9 1.3 e 0.58

a pKa of the conjugate acid.b pH at whichKd
obswas reported.c Values ofKd

obswere taken from values ofKi reported in ref 157.d Calculated from
eqs 18, 20, and 21.e Values ofKd

obs were taken from values of IC50 reported in ref 589.f Values ofKd
obs were taken from values ofKi reported in

ref 590.g Values ofKd
obs were taken from values ofKi reported in ref 591.

Figure 15. Brønsted plot for the variation ofKd
ArSO2NH- (defined

in eq 21) for the binding of substituted benzenesulfonamide anions
to carbonic anhydrase II (CA II) with pKa of the sulfonamide (see
Table 11). They-axis is plotted such that tighter-binding ligands
are at the top of the graph. We included substituted benzenesulfon-
amides that we presume do not have hydrophobic contacts with
CA II other than a conserved interaction of their phenyl rings.
Compounds6, 30, and37 (shown as open squares) contain methyl
groups attached to the phenyl ring and so could have additional
hydrophobic contacts with CA II. The solid line shows a fit to all
of the experimental points and gives a value forâ of 0.7 with R2

of 0.26. The dashed line shows a fit to the data omitting the open
squares; it gives a value forâ of 0.4 withR2 of 0.20. The poor fits
for both lines suggest that the binding of these compounds to CA
II involves substantially different balances of contributions from
different types of interactions (e.g., ZnII-N bond, hydrogen-bond
network, and hydrophobic effects).

-log Kd
ArSO2NH-

) 0.62(( 0.17)pKa +
0.87(( 0.29)logP + 3.2(( 1.7) (22)
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to BCA II and only relates to the sulfonamides represented
by closed triangles and closed circles. A number of arylsul-
fonamides lie above the solid line (that is, to higher affinities)
and, we infer, are able to take advantage of interactions not
available to benzenesulfonamide. For instance, the open sym-
bols that lie above benzenesulfonamide (in the dotted ellipse
in Figure 17B)spara-substituted benzenesulfonamides with

alkyl tailssrepresent compounds that are probably able to
exploit hydrophobic contacts between their alkyl tails and
the surface of HCA II peripheral to, but outside of, the active
site region (see section 10.4). The closed squares that lie
above the solid line probably have more favorable contacts
of their structurally complex aryl rings with HCA II than
does benzenesulfonamide. Thus, interactions between aryl-
sulfonamides and two hydrophobic sites on CAsthe hydro-
phobic pocket in the active site (by using a large or
hydrophobic aryl ring) and the hydrophobic wall along the
surface of the conical cleft (by using a hydrophobic tail; see
section 10.4)scan be used to generate high-affinity arylsul-
fonamides. We discuss the affinity of fluorinated benzene-
sulfonamides (207-212; represented by filled circles) for
BCA II relative to the dashed line at the end of this section.

The structurally simple sulfonamide trifluoromethane-
sulfonamide (188) lies significantly above the solid line in

Figure 16. Quantitative structure-activity relationships (QSARs)
between∆G°ArSO2NH- (A), ∆H°ArSO2NH- (B), and-T∆S°ArSO2NH- (C)
and pKa and log P for the binding of fluorine-substituted ben-
zenesulfonamides (207-212) to BCA II. Data are shown for
QSARs in which those for 4-fluorobenzenesulfonamide (209,
4-FBS) were omitted; Krishnamurthy et al. have suggested that this
ligand interacts in a different way with the enzyme than do the
other ligands.182They-error bars are uncertainties described in Table
14, and thex-error bars were obtained by propagating uncertainties
in pKa and logP. The horizontal and vertical dotted lines in (C)
separate favorable (-T∆S° < 0) from unfavorable (-T∆S° > 0)
entropy of binding. Modified with permission from ref 182.
Copyright 2007 Wiley-VCH.

Figure 17. Variation of (A) Kd
obs and (B)Kd

ArSO2NH- (defined in
eq 21) with pKa(ArSO2NH2) for the binding of arylsulfonamides
(shown in Table 11) to human (HCA) and bovine carbonic
anhydrase II (BCA). The filled circles and filled triangles are data
for the binding of ligands to BCA; the other symbols are data for
the binding of ligands to HCA. The pKa of compound109has not
been reported in the literature; we take it to be 10 based on its
structure. The open symbols represent the binding of three series
of benzenesulfonamides with alkyl chains to HCA. These com-
pounds demonstrate that the affinity of substituted benzenesulfon-
amides with alkyl chains for CA increases with the length (and,
thus, hydrophobicity) of the chain. We placed the dashed and solid
lines (with slopes of 0.6; see text) to pass through the value of
Kd

ArSO2NH- for unsubstituted benzenesulfonamide (1) complexed
with HCA (solid line) and with BCA (dashed line). The dotted
ellipse segregates compounds that bind more tightly than benzene-
sulfonamide by virtue of hydrophobic contacts with the surface of
the conical cleft just outside of the active site. We discuss109
separately in the text.
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Figure 17B (even though this compound lacks a phenyl ring)
and far above a line with a slope of 0.6 that passes through
methanesulfonamide (189). Håkansson and Liljas reported
the X-ray crystal structure of trifluoromethanesulfonamide
complexed with HCA II; the structure revealed that trifluo-
romethanesulfonamide was rotated by 180° around the
sulfur-nitrogen bond relative to all arylsulfonamides.201 This
rotation placed the trifluoromethyl moiety in a tight hydro-
phobic pocket (comprising Val121, Val143, Leu198, Thr199,
and Trp209) of HCA II with which the bulky ring of
arylsulfonamides could not interact and created new hydro-
gen bonds and van der Waals contacts for the sulfonamide
oxygens. These contacts, particularly the hydrophobic con-
tacts of the trifluoromethyl group, could explain the much
higher than expected affinity of trifluoromethanesulfonamide
for HCA II.

Some ligands lie below the solid line and, thus, bind with
affinities lower than expected based on the Brønsted plot
using benzenesulfonamide as the reference compound. These
ligands might encounter steric repulsion with the active site
of CA II (e.g., the series ofortho- and meta-substituted
benzenesulfonamides with alkyl chains, shown as open
symbols)389,586or might not be able to interact hydrophobi-
cally with CA II (e.g., methanesulfonamide,189). The
observation that methanesulfonamide binds with an affinity
that is ∼103-fold lower than benzenesulfonamide, even
though both have similar values of pKa (10.1-10.5), suggests
that the phenyl ring makes a significant (∼4 kcal mol-1)
contribution to affinity.

As mentioned previously, Krishnamurthy et al. constructed
a QSAR between the affinity (Kd

ArSO2NH-) of fluorinated
benzenesulfonamides (207-212) for BCA II and pKa and
log P of the ligands (eq 22; Figure 16A).182 Assuming that
the two hydrogen bonds between the enzyme and ligand were
equal to one another in energy (Figure 13B), their analysis
allows the partitioning of affinity to the structural interactions
of the ZnII-N bond, the hydrogen-bond network, and the
hydrophobic contacts of the phenyl ring between the ligand
and enzyme (Figure 18; section 10.2.4). Their results suggest
that electrostatic contacts play a dominant role (∼75% of
the free energy of binding) in affinity with∼65% (∼ -8
kcal mol-1) of the free energy being contributed by the
ZnII-N bond and∼10% (∼ -1 kcal mol-1) by the hydrogen-
bond network. Hydrophobic interactions between the phenyl
ring and BCA II contribute the remaining∼25% (∼ -3.5
kcal mol-1); this result is consistent with the fact that
benzenesulfonamide has an affinity for HCA II∼103-fold
(∼ -4 kcal mol-1) greater than methanesulfonamide does
(see above). Given the small range inKd

ArSO2NH- for the data

obtained with the fluorinated benzenesulfonamides (Figure
16A), these conclusions cannot be quantitatively generalized
to the binding of structurally complex arylsulfonamides to
CA but should be qualitatively applicable (e.g., the ZnII-N
bond should be the dominant interaction between CA and
arylsulfonamide).

10.3.5. What Value of pKa for Arylsulfonamides Gives the
Highest Affinity for CA?

The value of the pKa of the arylsulfonamide has two effects
on the affinity of the sulfonamide for CA, it (i) controls the
fraction of sulfonamide in the active form (eqs 17 and 18)
and (ii) controls the Lewis basicity of the sulfonamide anion
(and, thus, the strength of the ZnII-N bond and hydrogen-
bond network). A lower pKa would result in a greater fraction
of the sulfonamide in the ionized form but would reduce
the Lewis basicity of the anion (and the strength of the
ZnII-N bond, as well as affect the hydrogen-bond network).

Equation 23 shows the expected dependence of the
logarithm of Kd

obs on the pKa of the arylsulfonamide; this
equation assumes a Brønsted relationship between log
Kd

ArSO2NH- and pKa with a slope of-â and y-intercept of
-C (the negative signs are used to make both constants
positive).

The terms are as defined in eq 21. Equation 24a shows the
analytical solution for the value of pKa of the arylsulfonamide
that results in the highest-affinity ligand (lowest value of
Kd

obs) for the reaction shown in eq 18. In order to generate
this equation, we set the derivative of eq 23 with respect to
pKa of the arylsulfonamide equal to zero and rearranged.
Equation 24b shows an analogous analytical solution using
the reaction in eq 17.

The variation of this optimal value of pKa with â (between
0.1 and 0.9) is relatively modest (pKa ) pH of buffer ( 1
pH unit) for both equations.

Figure 19 shows a family of curves of eq 23 at different
values ofâ. The key point is that, regardless of the value of
â, a value of pKa for the arylsulfonamide near the pH of the
buffer (usually∼7.4) will give the highest-affinity arylsul-
fonamide (all other factors being equal). Others have reached
this same general conclusion by examining rate and equilibria
for other reactions in water.592

10.3.6. Conclusions
The value of the pKa of the arylsulfonamide influences

affinity in two ways, by varying (i) the fraction of the
sulfonamide present in (or able to access) the reactive form
and (ii) the Lewis basicity of the sulfonamide anion (and,
thus, the strength of the ZnII-N bond and the bonds of the
hydrogen-bond network). Because these effects compete with
one another (one increases the affinity with a change in pKa,
and the other decreases it), the highest-affinity arylsulfon-
amides will have a pKa near the pH of the buffered medium.

Figure 18. Estimated free energies, enthalpies, and entropies (all
in kcal mol-1) for the different structural interactions between
fluorinated benzenesulfonamide anions and CA-ZnII-OH2

+. Re-
produced with permission from ref 182. Copyright 2007 Wiley-
VCH.

log Kd
obs) -(â‚pKa + C) + log(1 + 10pKa-pH) -

log θCA-ZnII-OH2
+ (23)

pKa ) pH + log
â

1 - â
(24a)

pKa ) pH - log
â

1 - â
(24b)
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Some changes in the structure of arylsulfonamides actually
decrease the affinities of these sulfonamides for CA II relative
to benzenesulfonamide (points below the solid line in Figure
17B). This effect suggests that steric repulsion between CA
II and substituents on the aryl ring and/or the aryl ring itself
can reduce affinity. A number of sulfonamides bind with
affinities higher than expected based on a Brønsted relation-
ship using benzenesulfonamide as the reference ligand (points
above the solid line in Figure 17B). We believe that these
ligands take advantage of contacts (in particular, hydrophobic
contacts) with CA II that unsubstituted benzenesulfonamide
cannot. The contacts can be either at the hydrophobic pocket
in the active site of CA II or at a secondary site at the surface
of the conical cleft of the enzyme (see sections 10.4 and
10.5).

The ZnII-N bond plays a dominant role (∼65% of the
free energy) in the binding of benzenesulfonamide ligands
(and, probably, also arylsulfonamide ligands) to CA II, with
a smaller role played by the hydrogen-bond network (∼10%)
and hydrophobic contacts of the phenyl ring (∼15%).
Increasing the strength of hydrophobic contacts between the
aryl ring of the arylsulfonamide and CA in ways that increase
affinity, but that avoid steric repulsion and destabilization
of the ZnII-N bond, could result in very high-affinity ligands
to CA. Alternatively, the addition of hydrophobic elements
to the benzenesulfonamide scaffold could accomplish this
same objective (see section 10.4). For instance, we believe
that the high-affinity ligand109 (the outlier in Figure 17B)
takes advantage of hydrophobic interactions from multivalent
contacts involving a secondary site of the enzyme (see section
10.5.2).

10.4. Influence of the Sulfonamide Tail Group on
the Binding of Arylsulfonamides to CA

10.4.1. General Approach

In this approach to increasing affinity of arylsulfonamides,
the head region and the aryl ring are held constant, and the
tail region is changed (Figure 11A). Most changes (within a
homologous series with a common type of attachment to the
aryl ring) have little influence on the value of pKa of
p-RC6H4SO2NH2; as a result, we believe that the binding of
the ArSO2NH- head group and the phenyl ring is constant
within each series. Thus, variations inKd

obs provide direct

information about the interaction between the tail and the
surface of CA outside of the region that binds the ArSO2NH-

anion.

10.4.2. Interaction of Different Types of Tails with CA

10.4.2.1. Increasing the Length of Alkyl Tails Increased
Affinity of Benzenesulfonamides for CA.King and Burgen,
and Gao et al., examined the influence of the length of the
tail for substituted benzenesulfonamides with alkyl tails on
the observed dissociation constant (Kd

obs) for CA II.389,508

For the case ofortho- (119-123), meta- (114-118), and
para-substituted (6-10, 30-35, and 37-43) benzene-
sulfonamides with alkyl tails, the affinity increased (Kd

obs

decreased) as the length of the tail increased and reached a
plateau when there were six methylene units in the tail (a
length at which the tail should exceed the length of the
conical cleft of CA II; see section 4.6) (Table 10). The
increase in affinity with tail length is probably due to
hydrophobic contacts between the tail and the “hydrophobic
wall” of CA II (see section 10.5). Theortho- and meta-
substituted benzenesulfonamides, however, interacted with
HCA II with lower affinities than unsubstituted benzene-
sulfonamide (1) did (Figure 17). This result is probably due
to steric constraints of the active site of HCA II that disfavor
ortho- andmeta-substitution on the phenyl ring and suggests
that proper positioning of the alkyl tail is essential for high-
affinity binding.586 Figure 17 shows all three series of alkyl
tail-containing benzenesulfonamides as open symbols; each
series lies roughly in a vertical line because of the similar
values of pKa of its members.

10.4.2.2. Benzenesulfonamides with Fluoroalkyl Tails.
Gao et al. determined that benzenesulfonamides with fluo-
roalkyl tails (22-27 and 45-48) interacted with higher
affinities with BCA II than benzenesulfonamides with alkyl
tails (16-21 and 37-44) of the same length did (Table
10).508 They observed different slopes in linear fits to plots
of log Kd

obs or log P (the partition coefficient between
octanol and aqueous buffer) vs tail length (n) for the alkyl-
and fluoroalkyl-containing benzenesulfonamides (Figure 20
parts A and B). Both series, however, had the same slopes
in linear fits to plots of either logKd

obs or log P vs the
molecular surface areaof the ligand (Figure 20 parts C and
D); this result suggests that the higher affinities of sulfon-
amides withfluoroalkyl tails for BCA II than of those with
alkyl tails can be explained by the fact that fluorine is larger
than hydrogen, rather than by some intrinsic difference in
hydrophobic interactions between the two.

Gao et al. proposed that the slight difference iny-intercepts
of the plots (Figure 20 parts C and D) for sulfonamides with
fluoroalkyl tails and with alkyl tails was due to the greater
acidity of the proton of the carboxamide group adjacent to
the tail (boxed in Figure 20) for the former than for the latter.
A likely hypothesis is that this-CONH- group hydrogen
bonds to residues of the active site of BCA II; the effective-
ness of this hydrogen-bond donation would be higher for
sulfonamides with fluoroalkyl tails than for those with alkyl
tails and may explain the slightly (∼1 kcal mol-1) more
favorable free energy of binding of sulfonamides with
fluoroalkyl tails than for those with alkyl tails.

10.4.2.3. Oligoethylene Glycol, Oligoglycine, and Oli-
gosarcosine Tails: Values ofKd

obs Are Surprisingly In-
sensitive to the Length of the Tail. Jain et al. and
Krishnamurthy et al. studied the binding of types of tails

Figure 19. Variation of pKa of the arylsulfonamide that will
theoretically give the highest affinity ligand (lowest value ofKd

obs)
to carbonic anhydrase II withâ (eq 23). The curves were generated
with a pH of the buffer of 7 (indicated by dotted vertical line).
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other thann-alkanes to CA II to explore the nature of the
active site of the enzyme.377,415,593Unlike benzenesulfon-
amides with alkyl and fluoroalkyl tails,para-substituted
benzenesulfonamides with oligoethylene glycol (72-76),
oligoglycine (63-68), and oligosarcosine (213-217) tails
showed no variation ofKd

obs with the length of the tail
(between one and five residues) for any of the series (Figure
21A), even thoughT2 relaxation times from1H NMR and
X-ray analysis of crystal structures of CA II-sulfonamide
complexes demonstrated that these tails do interact with CA
II.185,202,377We discuss this surprising result further in section
10.6.3.

10.4.3. Conclusions
The systematic studies of benzenesulfonamides with alkyl

and fluoroalkyl tails demonstrate that longer hydrophobic
“tails” can increase the affinity of sulfonamides for CA II.
These studies also suggest that fluoroalkyl tails and alkyl
tails make the same contribution to hydrophobic binding to
CA II when normalized for differences in molecular surface
area.

The principle of increasing surface area to increase the
affinity of proteins for ligands is not completely general,
however. The results with benzenesulfonamides with oligo-
ethylene glycol, oligoglycine, and oligosarcosine tails shows
that, in certain cases, increasing the surface area of contact
does not increase the affinity. Understanding the thermody-
namic basis for these anomalous data requires a separate

examination of enthalpy and entropy of binding (see section
10.6).

10.5. Bivalent Approaches to CA Binding

10.5.1. General Approach: Addition of a Secondary
Recognition Element to the Tail

Multivalency is the operation of multiple molecular
recognition events or interactions between two entities (e.g.,
molecules, molecular aggregates, viruses, cells, and sur-
faces).416,594,595It has been exploited extensively in the design
of ligands for proteins.416,595In principle, a multivalent ligand
will benefit from two or more favorable interactions with
the same translational and rotational entropic “cost” as a
monovalent ligand with only one interaction.

Bivalency, the simplest form of multivalency, involves
only two interactions between receptor and ligand. It has
been used (incidentally or intentionally) in the design of
para-substituted benzenesulfonamides to bind to CA: a
secondary recognition element (SRE) is attached to the
conserved arylsulfonamide primary recognition element
(comprising the sulfonamide head group and phenyl ring)
by a tail (Figure 11). The most successful bivalent arylsul-
fonamides have exploited contacts between the secondary
recognition element and two hydrophobic patches in the
conical cleft of CA II.284,377,507,508,596As mentioned in section
10.2.3, the mode of binding of the head group and the phenyl
ring (the primary recognition element) of thep-substituted

Figure 20. Variation of the observed free energy of binding to BCA II (∆G°obs) and the free energy of partitioning between octanol and
water (∆G°p) of benzenesulfonamides containing alkyl and fluoroalkyl tails with the length of the tail (A and B) and with the molecular
surface areas of the ligands (C and D). The plots show linear fits to the data. The differences in slopes between the alkyl and fluoroalkyl
series in plots of∆G°obs (A) or ∆G°p (B) vs length of the tail were eliminated when these values were plotted vs molecular surface areas
of the ligands (C and D). Gao et al. believe that the-NH- of the carboxamide (enclosed in the dotted box) forms hydrogen bonds with
residues of the active site of BCA II.508 Modified with permission from ref 508. Copyright 1995 American Chemical Society.
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benzenesulfonamide is conserved with variation of thepara-
substituent; this consistent binding allows a direct evaluation
of the influence of the secondary recognition element on
affinity.

10.5.2. Hydrophobic Secondary Recognition Elements
Close to the Phenyl Ring of the para-Substituted
Benzenesulfonamide

10.5.2.1. Aromatic and Alkyl Moieties as Secondary
Recognition Elements.Usingp-substituted benzenesulfon-
amides of the formp-H2NSO2C6H4CONHR where R was a
hydrophobic group (e.g., substituted benzenes (52-54),
pyridine- and naphthalene-containing heterocycles (59-62),
and nonaromatic rings (49and50)), Jain et al. demonstrated
that the R group contributed to the affinity of arylsulfon-
amides (e.g., R) CH3 (5), Kd ) 150 nM; R) benzyl (51),
Kd ) 1.1 nM) for BCA II and HCA II and that affinity was
independent of the exact structure of the hydrophobic group
(e.g., for R) benzyl (51), cyclohexylmethyl (49), 1-ada-
mantylmethyl (50), or 1-napthylmethyl (62), Kd ≈ 1 nM)
(Table 10).284 This independence of affinity on the structure
of the R group suggested that a hydrophobic secondary
recognition element did not have to be carefully designed
in order to contribute to the affinity. From an analysis of
the X-ray crystal structure of the complex of HCA II with
51, Jain et al. and Cappalonga Bunn et al. concluded that
the R group makes contact with a hydrophobic pocket of
HCA II defined by Phe131, Val135, Leu198, and Pro202
(see section 4.6).202,284

Sigal and Whitesides examined the affinity ofpara-
substituted benzenesulfonamides, with pendant amino acids
(p-H2NSO2C6H4CONH-AA-OH) (89-103) as secondary
recognition elements, for HCA II.507 They observed that
hydrophobic amino acids increased the affinity of arylsul-
fonamides (Table 10) and that aliphatic amino acids con-
tributed at least as much to affinity as aromatic ones (e.g.,
AA ) Gly (103), Kd ) 310 nM; AA ) Ile (101) or Leu
(102), Kd ) 9 nM; AA ) Phe (103), Kd ) 13 nM). The
investigators rationalized these results by concluding that,
although the aromatic amino acids had greater hydrophobic
surface areas than the aliphatic ones, this greater surface area
of aromatic amino acids was partially compensated by their
higher polarizability, which would stabilize these groups in
polar solvents (that is, free in aqueous solution) and, thus,
disfavor association with the enzyme.

10.5.2.2. Influence of Fluorination on the Secondary
Recognition Element.Jain and co-workers examined the
affinity of compounds of the formp-H2NSO2C6H4CONH-
CH2C6HnF5-n (55-58), and the X-ray crystal structures of
these ligands complexed with HCA II, to explore the nature
of the interaction between the secondary phenyl ring of the
ligand and Pro202 and Phe131 of CA II.180,249,515,516,597,598

Using HCA II and a mutant of HCA II where Phe131 was
mutated to Val, the investigators claimed to dissect the
interactions between the secondary recognition element and
wild-typeHCA II into (i) dipole-induced dipole interactions
between the fluorinated ring of SRE and Pro202, (ii) dipole-
quadrupole interactions between the fluorinated ring of
SRE and Phe131, and (iii) quadrupole-quadrupole interac-
tions between the fluorinated ring of SRE and Phe131.180

The investigators generated a linear free energy relationship
(with R2 ) 0.83) between affinity and these different
multipole-multipole contributions for five of the ligands;
their analysis suggested that the relative importance of
the three terms varied within the series of ligands, with no
single term being dominant for all of the ligands. While
their correlation was impressive, the range in affinities of
the arylsulfonamides for the two proteins (wild-type and
mutant HCA II) was too narrow (variation inKd

obs of ∼20-

Figure 21. Variation in (A) observed free energy of binding and
dissociation constant, (B) enthalpy of binding, and (C) entropy of
binding with the number of residues in the chain forpara-substituted
benzenesulfonamides with oligoethylene glycol (ArEGnOMe,72-
76), oligoglycine (ArGlynO-, 63-67), and oligosarcosine (ArSarnO-,
213-217) chains to BCA II. Linear fits to the data in (B) and (C)
are shown. The observed fitting parameters (slope in kcal mol-1

residue-1, y-intercept in kcal mol-1) are as follows: (for (B), in
∆H°) ArGlynO- (0.58 ( 0.04,-14.0 ( 0.1), ArSarnO- (0.59 (
0.07,-12.4( 0.2), ArEGnOMe (0.30( 0.06,-10.6( 0.2); (for
(C), in -T∆S°) ArGlynO- (-0.54 ( 0.03, 4.8( 0.1), ArSarnO-

(-0.61( 0.06, 3.7( 0.2), ArEGnOMe (-0.22( 0.05, 0.8( 0.2).
Uncertainties were given by the linear least-squares fitting proce-
dure. The horizontal dashed line in (C) separates favorable (-T∆S°
< 0) from unfavorable (-T∆S° > 0) entropy of binding. Repro-
duced with permission from ref 415. Copyright 2006 American
Chemical Society.
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fold), and the number of ligands too small, to provide a real
test of the underlying hypothesis.

10.5.2.3. Highest Affinity Ligand for HCA II Reported
to Date.Grzybowski et al. exploited bivalency to design the
highest affinity ligand (109) for HCA II reported to date (Kd

≈ 30 pM).189 This arylsulfonamide was designed by com-
binatorial small-molecule growth (CombiSMoG), a compu-
tational approach based on a knowledge-based potential
(from analyses of reported X-ray crystal structures of HCA/
arylsulfonamide complexes) and a Monte Carlo ligand
growth algorithm (see section 9.5). The X-ray crystal
structure of109 in complex with HCA II revealed that the
indole moiety (a secondary recognition element) of the ligand
made contacts with the hydrophobic pocket (Leu198, Pro202,
Val135, and Phe131) of HCA II and that theN-methyl group
fit into a tight pocket between Leu198 and Pro202 (Figure
22). This simulation successfully predicted the free energy
and geometry of binding of109and of its enantiomer (110),
which binds∼10-fold less strongly (Table 10).

10.5.3. Hydrophobic Secondary Recognition Elements
Separated from the Phenyl Ring of the Arylsulfonamide

10.5.3.1. Benzyl Moieties as Secondary Recognition
Elements for the “Hydrophobic Wall” of CA. Jain et al.
examined the binding of bivalentpara-substituted benzene-
sulfonamides with benzyl moieties as secondary recognition
elements and oligoglycine (69-71) or oligoethylene glycol
(77-82) chains as tails.284,377These ligands were engineered
to allow the benzyl esters to interact with a second hydro-
phobic site of the enzyme, the “hydrophobic wall”, defined
primarily by Leu198, Pro201, and Pro202 (and, to a lesser

extent, by Phe20). The affinities for HCA II of benzyl-ester-
terminated benzenesulfonamides with tails of two (69) and
three (70) Gly residues were the same (Kd ∼ 75 nM), only
∼2 fold higher than that forp-H2NSO2C6H4CONHCH3

(37, Kd ) 150 nM284) and∼4-fold higher than the affinities
for BCA II of benzenesulfonamides with Gly tailswithout
benzyl esters (64 and 65). The affinity for BCA II of the
benzenesulfonamide with four Gly residues (71, Kd ≈ 210
nM) was ∼3-fold lower than those for69 and 70. The
affinities of benzyl-ether-terminated benzenesulfonamides
with tails of oligoethylene glycol (77-82) for BCA II
decreased monotonically with increasing tail length, but only
by a factor of 2 over the range of one (77) to six (82)
residues. These affinities were only 4-5-fold higher than
for methyl-ether-terminated benzenesulfonamides with oli-
goethylene glycol tails (72-76).

These results with oligoglycine and oligoethylene glycol
tails suggest that the hydrophobic secondary recognition ele-
ment must be close to the phenyl ring to exert a strong effect
on affinity (e.g., forp-H2NSO2C6H4CONHCH2Ph,Kd ≈ 1.1
nM) and that the benzyl moieties well-separated from the
phenyl ring of the substituted benzenesulfonamide were not
interacting strongly with the hydrophobic wall of the enzyme.
In line with these thermodynamic data, the crystal structure
of the complex of HCA II with70 revealed that the tail, and
not the benzyl ester, interacted with Pro201 and Pro202; the
benzyl ester could not be visualized in the structure due to
disorder.202,284 Molecular dynamics simulations, however,
have suggested a possible, transient interaction of the benzyl
ester of70 with Phe20 and Pro202 of HCA II.599

10.5.3.2. Hydrophobic Amino Acids as SREs.Boriack
et al. examined the binding of arylsulfonamides of struc-
turep-H2NSO2C6H4CONH(CH2CH2O)2CH2CH2NHCO-AA-
NH3

+ with amino acids (AAs) as secondary recognition
elements and triethylene glycol as a tail (83-85).185 They
observed thatpara-substituted benzenesulfonamides contain-
ing nonpolar amino acids (AA) Gly (84), Phe (85), or Leu,
Kd ≈ 15 nM) bound with∼2-fold higher affinity than the
unsubstituted compound (83, Kd ≈ 43 nM). X-ray crystal
structures of complexes of the benzenesulfonamides with
HCA II revealed that the oligoethylene glycol tail interacted
with the hydrophobic wall of the enzyme and that, again,
the secondary recognition elements (the pendant amino acids)
were disordered and, thus, could not be visualized. This
result, and the similar values ofKd for benzenesulfonamides
with and without hydrophobic amino acids, are consistent
with the results of Jain et al. presented above: hydrophobic
secondary recognition elements make only a small contribu-
tion to affinity when separated from the phenyl ring of the
benzenesulfonamide.

Sigal and Whitesides examined the affinity ofpara-
substituted benzenesulfonamides containing hydrophobic
amino acids separated from the phenyl ring by tails of zero
(96 and98-102), one, two, or three Gly residues.507 They
observed that the increase in affinity contributed by the
hydrophobic amino acid fell drastically as the tail length
increased. For example, with Leu as the amino acid, the value
of Kd increased from 9 nM for the benzenesulfonamides with
zero Gly residues in the tail (102) to 130 nM with one Gly
residue to 210 nM for the ligand with two or three Gly
residues in the tail.

10.5.3.3. Unsuccessful Attempts to Design SREs to
Interact with the Hydrophobic Pocket and Wall of CA.
Attempts to design benzenesulfonamides that could interact

Figure 22. Structure of the active site of HCA II bound to
compound109 (shown as a chemical structure).189 The van der
Waals surface of the enzyme is opaque gray, and that of the ligand
is translucent purple. Relevant residues are indicated, most notably
Leu198 and Pro202 on the hydrophobic wall.
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with both the hydrophobic pocketandhydrophobic wall of
the enzyme have been largely unsuccessful.284 For example,
106 was designed to contain a phenyl substituent (phenyl-
glycine, Phg, residue) to interact with the hydrophobic pocket
and a benzyl ester to interact with the hydrophobic wall of
HCA II; the affinity of this ligand, however, was the same
as that of51, a substituted benzenesulfonamide with only a
phenyl substituent. X-ray crystal structures demonstrated that
the Phg residue of106 interacted with the hydrophobic
pocket of HCA II and that this interaction seemed to “steer”
the benzyl ester away from the hydrophobic wall (the benzyl
ester was not ordered enough to be located in the crystal
structure).284

10.5.4. Hydrophilic or Charged Secondary Recognition
Elements

A few studies have attempted to engineer contacts between
hydrophilic or charged secondary recognition elements of
substituted benzenesulfonamides and the hydrophilic half of
the conical cleft of HCA II (see section 4.6).185,235,507Sigal
and Whitesides undertook the most rigorous study using
amino acids as polar secondary recognition elements sepa-
rated from the phenyl ring of the ligand by tails of zero
(89-95 and 97), one, two, or three Gly residues.507 Their
results demonstrated that charged or polar amino acids
directly connected to the phenyl ring had either no effect
on, or were deleterious to, affinity (e.g., Glu (90), Kd ) 530
nM; Arg (97), Kd ) 220 nM; Gln (92), Kd ) 140; compared
to Gly (95), Kd ) 310 nM). The ligand with Thr as the
secondary recognition element (94) demonstrated a∼6-fold
increase in affinity (Kd ) 53 nM) over that with Gly (95);
the investigators attributed this effect to hydrophobic contacts
of Thr with HCA II instead of polar ones because the ligand
with Ser (93, Kd ) 240 nM) as the secondary recognition
element had an affinity comparable to the ligand with Gly
(95). This lack of effect of charged or polar secondary
recognition elements persisted as these elements were spaced
farther from the phenyl ring. The investigators attributed this
lack of success to the fact that it is more difficult to engineer
hydrogen bonds and ionic interactions than hydrophobic
contacts;507 this idea is consistent with the observation that
hydrogen bonds and ionic interactions are often geometrically
demanding.4,30,397

Boriack et al. also examined the affinity of polar or
charged amino acids as secondary recognition elements, but
their amino acids were linked to the benzenesulfonamide
scaffold by triethylene glycol tails (86-88).185 Consistent
with the results of Sigal et al., ligands with polar (Ser
(86), Kd ≈ 41 nM) or charged (Glu (87), Kd ≈ 100 nM; Lys
(88), Kd ≈ 50 nM) amino acids bound with affinities that
were similar to, or slightly lower than, the control compound
with no secondary recognition element (H (83), Kd ≈
43 nM).

10.5.5. Metal Ions as Secondary Recognition Elements

Two metal ions, HgII and CuII, have served as secondary
recognition elements in the binding of benzenesulfonamides
to HCA. The complex of HCA II with 3-acetoxymercuri-
4-aminobenzenesulfonamide (253) is of historical impor-
tance. This inhibitor complex initially served as a heavy atom
derivative of HCA II to aid in the determination of the crystal
structure of the enzyme.159,600That the HgII ion served as a
(somewhat fortuitous) secondary recognition element was

not recognized until a pioneering study in which Eriksson
et al. formed a complex between HCA II and253; they
noticed that the HgII ion of 253 bound to His64 of HCA
II.186 Chakravarty and Kannan obtained similar results for
the complex between253 and HCA I.211 HgII has yet to be
used as an explicit secondary recognition element to study
the binding of ligands to CA.

Srivastava, Mallik, and co-workers examined the affinity
of para-substituted benzenesulfonamides with CuII ions
(coordinated by iminodiacetate moieties) serving as the
secondary recognition elements (e.g.,218and219) for HCA
I and II and BCA II.181,596,601,602For 218, they observed a
∼2-7-fold higher affinity than for benzenesulfonamides with
triethylene glycol tails (83, which contains a primary amine,
and 74, which contains a methyl ether), and for219, they
observed an affinity comparable to that for an benzene-
sulfonamide with an ethyl tail (38).181,596,602They believed
that interactions between the CuII ion and a His of HCA were
important because of the following: (i) the affinity of a
metal-free version of218 for HCA II was ∼50-fold lower
than that of218and the same as that of benzenesulfonamide
(1); (ii) the absorbance maximum of the CuII ion of 218
shifted to longer wavelength when titrated with HCA II; (iii)
the affinity of 218 for HCA II that had been treated with
diethyl pyrocarbonate, a reagent that reacts with accessible
His residues,603 was ∼15-fold lower than that for HCA
II.596,602

X-ray crystal structures of several complexes of CuII-
containing ligands with HCA II revealed clear electron
density of a CuII ion coordinated to the iminodiacetate (IDA)
moiety of the ligand and to a His of the enzyme for only
one of the ligands,219.181 In this complex, the ligand-bound
CuII was chelated by His64, which lies inside the conical
cleft of HCA II and serves as the proton shuttle for the
enzyme (see section 4.6). Compound219 also formed a
complex with HCA I in which the ligand-bound CuII bound
to another His residue in the conical cleft of the enzyme
(His200). For the other complexes, no electron density for
the IDA moiety, or for the putatively bound CuII, of the
ligand bound at the active site was apparent, although free
CuII ions that were not bound by a sulfonamide ligand were
observed to be bound by one or more of the His residues of
HCA II. Interestingly, they noted a 2:1 stoichiometry of
ligand to HCA II in all of their complexes; the second ligand
interacted with residues of the amino terminus of HCA II at
the rim of the conical cleft.

While the idea of using a chelated CuII ion as a secondary
recognition element to coordinate surface His residues of
HCA is interesting, the increases in affinity observed so far
have been modest (factors of<10 in Kd

obs). Further, the
approach has only been validated by X-ray crystallography
for one of the CuII-containing ligands. A next generation of
ligands that demonstrates high affinities (higher than ligands
with hydrophobic SREs) and validation of metal ion coor-
dination to surface His residues of CA by X-ray crystal-
lography is necessary to prove the validity and utility of this
approach.

10.5.6. Reactive Epoxides as Secondary “Recognition”
Elements: Covalent Labeling of CA

Chen et al. and Takaoka et al. reported the use ofpara-
substituted benzenesulfonamides with epoxides as secondary
“recognition” elements (220 and 221).604,605 They demon-
strated that their ligands selectively labeled one (or two
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closely spaced) His residues of HCA II, and that the covalent
reaction was directed by binding of the ligand to the active
site of the enzyme: no labeling of HCA II was observed
when a large excess of a high-affinity arylsulfonamide
competitor was included in the reaction with the epoxide
probe. Chen et al. demonstrated that their probe (220) labeled
His64, a catalytically essential residue located in the conical
cleft of HCA II (see section 4.6), and that it labeled HCA II
selectively in the yeast proteome (when an extra, controlled
amount of HCA II was added to the proteome).604 Using a
probe (221) that lacked the fluorescein moiety (Fluor) of,
and that was slightly longer than,220, Takaoka et al. were
able to label a His residue at the amino terminus of HCA II
(His3 or His4), outside of the conical cleft.605 They were
able to regenerate the catalytic activity of the enzyme by
removal of the sulfonamide moiety of the tethered molecule
by reaction with an alkoxyamine.

10.5.7. Conclusions

Multivalency can enhance binding, but this approach has
only made significant increases in affinity (>10-fold) with
hydrophobic groups that are connected directly to the
arylsulfonamide ring. This observation suggests that only the
design of contacts to the hydrophobic pocket (Phe131,
Val135, Leu198, and Pro202) near the active site of the
enzyme has been effective; attempts to design contacts with
residues of the “hydrophobic wall” (Leu198, Pro201, Pro202,
and perhaps Phe20) of the enzyme have not yielded
significant increases in affinity.

Although half of the conical cleft of CA contains hydro-
philic or charged residues, the use of polar or charged
secondary recognition elements has not resulted in increases
in affinity (even when these elements are directly connected
to the arylsulfonamide ring). This ineffectiveness could
originate from hydrophilic or ionic interactions being intrin-
sically weaker than hydrophobic interactions or from the
more stringent geometric requirements for these interactions
than for hydrophobic interactions. The use of metals as
secondary recognition elements to chelate His residues of
CA is a promising idea but one that has, practically, only
shown small effects so far (certainly smaller than for
hydrophobic SREs). X-ray crystal structures have only
validated coordination of a His residue of HCAsHis64 of
HCA II, His200 of HCA I (residues inside the conical cleft
of HCA)sfor one of the metal-containing ligands.

The active site-directed covalent labeling of His residues
of HCA by epoxides as secondary recognition elements has
been demonstrated. This approach has been successful in
targeting HCA in an artificial mixture of proteins and could
represent a means of converting weak interactions into strong
ones.

10.6. Enthalpy and Entropy of Binding of
Arylsulfonamides to CA

10.6.1. Overview and General Approach
Up to this point, we have only discussed the binding of

arylsulfonamides to CA in terms of the free energy of binding
(or Kd

obs). As we discussed in section 10.2.2, dissecting the
free energy into its components of enthalpy and entropy will
help us to understand the underlying physical principles of
high-affinity binding. We believe that this understanding will
ultimately facilitate the rational design of high-affinity ligands
for proteins.

In this section, we survey the reported values of enthalpy
and entropy of binding of arylsulfonamides to CA II. We
adopt an organization similar to the one we used when
discussing the free energy of binding: we explore the
influence on the observed thermodynamics of binding of
structural perturbations of the arylsulfonamide that affect the
head group and the ring (sections 10.6.3-10.6.5) and the
tail (section 10.6.6), separately. The observed values of
enthalpy and entropy of binding depend on the experimental
conditions: the pH, which determines the fractions of
arylsulfonamide and CA II in the active forms (see section
10.3, Scheme 1), and the enthalpy of ionization of the buffer
(since protons are taken up and released by the buffer). Thus,
we only discuss theobserVedthermodynamic parameters for
a series of arylsulfonamides reported under a given set of
assay conditions (and often only those reported by one group
of investigators).

To remove the dependence of the thermodynamic param-
eters on the assay conditions, in section 10.6.3 we calculate
thermodynamic parameters for the binding of the arylsul-
fonamide anion to the CA-ZnII-OH2

+ form of the enzyme
(eq 18). This analysis allows us to compare directly values
obtained by different investigators, by different techniques,
and under different experimental conditions. We also com-
pare the thermodynamic parameters that have been deter-
mined by van’t Hoff analysis and by microcalorimetry
(section 10.6.4), when both sets of data are available.

10.6.2. Influence of Structural Perturbations of the Head
and Ring Regions of the Arylsulfonamide on the
Observed Enthalpy and Entropy of Binding

Taylor et al. were the first to determine the enthalpy and
entropy of binding of a sulfonamide to CA; they measured
the temperature-dependence of the affinity (Kd

obs) of p-
nitrobenzenesulfonamide (3) for HCA II.458 Using van’t Hoff
analysis (eq 14), they concluded that binding was driven by
enthalpy with only a small contribution of entropy (Table
13). Their van’t Hoff plot showed slight curvature; this
observation suggests that the change in heat capacity upon
complexation was nonzero over this temperature range and
brings into question the quantitative accuracy of their results
(see section 10.2.2).

Table 13 lists all of the reported values of enthalpy
(∆H°obs) and entropy (-T∆S°obs) for the binding of arylsul-
fonamides to HCA II and BCA II. We found no correlation
between∆H°obs or -T∆S°obs and pKa (data not shown); this
observation indicates that there are more contributions to
these thermodynamic parameters than simply the formation
of ArSO2NH- from ArSO2NH2. We did, however, observe
a reasonable correlation (R2 ) 0.74) between∆H°obs and
-T∆S°obs (Figure 23A). We do not make too much of this
linear plot, however. The range in∆G°obs spanned by the
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ligands is much smaller than that in∆H°obs or in -T∆S°obs;
this fact requires a linear relationship between∆H°obs and
-T∆S°obs (see section 10.2.2).574-576

Consistent with the results of Taylor et al., the majority
of arylsulfonamides bind to CA II with a small entropy of
binding (|T∆S°obs| < 2 kcal mol-1) and lie between the two
vertical dotted lines in Figure 23A. The few that bind with
a change in entropy more favorable than these “limits” are
relatively hydrophobic (e.g., ethoxzolamide,140; dansyl-

amide,133; and dichlorophenamide,136) and could be taking
advantage of hydrophobic contacts with CA II. An interesting
outlier is p-aminomethylbenzenesulfonamide (222); this
sulfonamide binds with the lowest exothermicity (∆H°obs )
-2.4 kcal mol-1) of all of the arylsulfonamides studied to
date. This low exothermicity could be a result of electrostatic
repulsion of the positive charge of the-CH2NH3

+ moiety
of this sulfonamide by the positively charged active site of
BCA II. Most of the arylsulfonamides that bind with very

Table 13. Separated Values of Enthalpy and Entropy for the Association of Arylsulfonamides with CA II

Compound
CA II

Variant
∆G°obs

(kcal mol-1)
∆H°obs

(kcal mol-1)
- T∆S°obs

(kcal mol-1)
∆Cp,obs

(cal mol-1 K-1)

1 HCA -9.1a -10.9( 0.2b,c 1.8 30( 20b,c

1 BCA -8.4( 0.05b,d -9.9( 0.05b,c 1.5( 0.1
1 BCA -8.4( 0.05b,d -9.8( 0.05b,e 1.4( 0.1
1 BCA -8.4( 0.05b,d -9.0( 0.5b,d 0.7( 0.6
3 HCA -10.3f -9.5f,g -0.8
4 BCA -7.1( 0.2b,h -10.8( 0.12b,e 3.7( 0.2
4 BCA -7.1( 0.2b,h -8.3( 3b,i 1.2( 3.0 -52 ( 20b,h

4 HCA -6.6( 0.1j -7.7( 0.2g,j 1.1( 0.2
6 BCA -9.7a -10.8b,e 1.1

29 BCA -8.6( 0.13b,h -9.6( 1.5b,h,k 1.0( 1.5
29 BCA -8.3( 0.3l -11.6( 0.4g,l 3.3( 0.5
29 BCA -8.4( 0.2b,l -11.9( 0.4b,l 3.5( 0.4
29 BCA -8.6( 0.02b,m -14.8( 0.5b,m 6.2( 0.5
37 BCA -9.1( 0.03b,m -10.8( 0.4b,m 1.7( 0.4
63 BCA -9.0( 0.02b,m -13.3( 0.4b,m 4.3( 0.4 -24 ( 2b,m

64 BCA -9.1( 0.03b,m -12.9( 0.4b,m 3.8( 0.4
65 BCA -9.1( 0.03b,m -12.3( 0.4b,m 3.2( 0.4 -18 ( 10b,m

66 BCA -9.0( 0.02b,m -11.5( 0.4b,m 2.5( 0.4
67 BCA -8.9( 0.04b,m -11.1( 0.5b,m 2.2( 0.5 -20 ( 7b,m

72 BCA -9.8( 0.03b,m -10.2( 0.5b,m 0.4( 0.5 -40 ( 8b,m

73 BCA -9.6( 0.03b,m -10.0( 0.3b,m 0.4( 0.3
74 BCA -9.6( 0.06b,m -10.0( 0.3b,m 0.4( 0.3 -47 ( 8b,m

75 BCA -9.4( 0.05b,m -9.4( 0.3b,m 0.0( 0.3
76 BCA -9.4( 0.05b,m -9.0( 0.3b,m -0.4( 0.3 -40 ( 20b,m

133 BCA -8.8( 0.9l -5.7( 0.4g,l -3.1( 1.0
133 BCA -8.8( 0.9b,l -4.8( 0.4b,l -4.0( 1.0
136 BCA -11.1( 0.2b,h -5.2( 1.1b,h,k -5.8( 1.1 -155( 20b,h

136 HCA -10.7b,h -6.2b,h,k -4.5 -148b,h

137 BCA -10.4( 0.07b,h -10.2( 1.2b,h,k -0.2( 1.2 -107( 10b,h

137 HCA -11.2b,h -11.7b,h,k 0.5 -64b,h

138 BCA -10.1( 0.07b,h -14.5b,c 4.4
138 BCA -10.1( 0.07b,h -9.1( 1.6b,h,k -1.0( 1.6 -79 ( 20b,h

138 HCA -10.4b,h -10.4b,h,k 0.0 -73b,h

138 HCA -10.4( 0.1j -10.7( 0.2g,j 0.3( 0.2
139 BCA -11.4( 0.2j,n -14.4b,c 3.0
139 HCA -11.4( 0.2j -15.0( 0.14b,c 3.6( 0.2 -30 ( 20b,c

139 HCA -11.4( 0.2j -11.0( 0.4g,j -0.4( 0.4
140 HCA -11.9( 0.1j -8.6( 0.3g,j -3.3( 0.3
157 HCA -11.6( 0.1j -10.3( 0.4g,j -1.3( 0.4
188 BCA -10.7( 0.02b,h -8.9( 1.0b,h,k -1.8( 1.0 -35 ( 10b,h

188 HCA -10.9b,h -12.0b,h,k 1.1 -48b,h

188 HCA -10.5( 0.1j -11.4( 0.2g,j 0.9( 0.2
207 BCA -9.1( 0.06b,d -10.2( 0.2b,d 1.1( 0.2
208 BCA -9.7( 0.07b,d -9.0( 0.2b,d -0.7( 0.2
209 BCA -8.5( 0.05b,d -7.8( 0.5b,d -0.7( 0.5
210 BCA -9.2( 0.05b,d -9.4( 0.4b,d 0.2( 0.4
211 BCA -9.9( 0.14b,d -9.6( 0.3b,d -0.3( 0.3
212 BCA -10.4( 0.1b,d -8.9( 0.1b,d -1.4( 0.1
213 BCA -8.5( 0.03b,m -11.7( 0.4b,m 3.2( 0.4 -43 ( 10b,m

214 BCA -8.9( 0.02b,m -11.5( 0.4b,m 2.6( 0.4
215 BCA -8.8( 0.02b,m -10.4( 0.4b,m 1.6( 0.4 -45 ( 16b,m

216 BCA -8.7( 0.03b,m -10.0( 0.4b,m 1.3( 0.4
217 BCA -8.7( 0.03b,m -9.5( 0.3b,m 0.8( 0.3 -49 ( 23b,m

222 BCA -6.1( 0.2b,h -2.4( 2.8b,h,k -3.7( 2.8 -50 ( 40b,h

a From references listed in Table 10.b Determined by calorimetry.c Measured in 50 mM Hepes buffer, pH 8.2.405 d Measured in 20 mM sodium
phosphate buffer, pH 7.5.182 e Measured in 50 mM Tris buffer, pH 8.2.405 f Measured in 20 mM sodium phosphate buffer, pH 7.6.458 g Estimated
by van’t Hoff analysis.h Data reported at pH 7.0 andT ) 310 K417 have been extrapolated toT ) 298 K. i Measured in 20 mM PIPES buffer, pH
7.0.417 j Measured in 50 mM barbital buffer with “average” pH 7.5.608 k Extrapolated to a buffer enthalpy of ionization of zero.417 l Measured in
PBS (10 mM phosphate pH 7.4, 150 mM NaCl).412 m Measured in 20 mM sodium phosphate pH 7.5.415 n Assumed to be equal to the value
reported for HCA II.
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unfavorable entropies (-T∆S°obs > 2 kcal mol-1) are
negatively charged (e.g., carboxylates for63, 64, 65, and
29); the unfavorable entropies could represent an entropic
penalty for orienting the negative charges in the positively
charged active site of BCA II.

The changes in heat capacity upon CA II-arylsulfonamide
complexation (∆Cp) were relatively modest for all arylsul-
fonamides that have been examined. These values are
negative for all arylsulfonamides (except benzenesulfon-
amide,1); this observation suggests that hydrophobic (non-
polar) surface area is buried upon complexation.566

10.6.3. Thermodynamics of Association of the
Arylsulfonamide Anion (ArSO2NH-) with CA−ZnII−OH2

+

We wish to remove the dependence of the enthalpy
(∆H°obs) and entropy (-T∆S°obs) of binding on the experi-
mental conditions (e.g., pH and enthalpy of ionization of
the buffer) and the physical properties (e.g., pKa and enthalpy
of ionization) of the arylsulfonamides themselves, in order
to explore theintrinsic thermodynamics of association of

arylsulfonamides with CA II. For reasons that we have
discussed in section 10.3.3, we have elected to use eq 18:
the binding of the arylsulfonamide anion (ArSO2NH-) to
the ZnII-water form of CA II (CA-ZnII-OH2

+). We
calculate ∆G°ArSO2NH- from eq 21 and the well-known
thermodynamic relation (∆G° ) -RT ln Keq ) RT ln Kd),
∆H°ArSO2NH- from eq 25, and-T∆S°ArSO2NH- through sub-
traction of the two.

In eq 25,θCA-ZnII-OH2
+ and θArSO2NH- are defined in eqs

20a and 20b,∆H°ion, buffer is the enthalpy of ionization of
the buffer,606 ∆H°ion,ArSO2NH2 is the enthalpy of ionization of
the arylsulfonamide, and∆H°ion, CA-ZnII-OH2

+ is the enthalpy
of ionization of the ZnII-bound water of the enzyme
(estimated to be 6.9 kcal mol-1 from the temperature
dependence of the esterase activity of BCA II; see section
8.3.2).607 Literature values of∆H°ion,ArSO2NH2 are available
for some arylsulfonamides (Table 14). For those sulfon-
amides for which literature values were not available, we
estimated them by interpolation from a linear plot of literature
values of∆H°ion,ArSO2NH2 vs pKa.

Table 14 lists the calculated thermodynamic data, and
Figure 23B shows these data graphically. Similar to the
results for the observed data, we observe no correlation
between∆H°ArSO2NH- or -T∆S°ArSO2NH- and pKa (data not
shown). This result is compatible with the hypothesis that
there are a number of structural interactions between the
arylsulfonamide anion and CA II, each of which contributes
to the enthalpy and entropy of binding. For the most part,
values of∆H°ArSO2NH- measured calorimetrically by different
research groups differ by<0.5 kcal mol-1 (Table 14). There
are a few exceptions: values of∆H°ArSO2NH- for the binding
of methazolamide (138) to BCA II differ by ∼2.5 kcal mol-1

when measured by different investigators, and those for the
binding of p-carboxybenzenesulfonamide (29) to BCA II
differ by ∼3 kcal mol-1 (Table 14). The different results
for 138 could be due to the use of a low-sensitivity flow
calorimeter by Binford et al.405 rather than a high-sensitivity
isothermal titration calorimeter, as used by Matulis and
Todd.417 The situation is more complicated for29. The value
of ∆H°ArSO2NH- for 29 reported by Day et al.412 is significantly
less exothermic (∆∆H°ArSO2NH- ≈ 3 kcal mol-1) than that
reported by Krishnamurthy et al.415 This difference could
be due to the different experimental conditions: Day et al.
used phosphate buffer containing sodium chloride (ionic
strength≈ 0.2 M), while Krishnamurthy et al. used phosphate
buffer (ionic strength≈ 0.05 M). The electrostatic interac-
tions (and component thermodynamic parameters) between
the carboxylate anion of the arylsulfonamide and BCA II
would be expected to be sensitive to the ionic strength of
the medium.

Enthalpy (∆H°ArSO2NH-) is a dominant factor in the binding
of ArSO2NH- to CA-ZnII-OH2

+ (eq 18) (as∆H°obs is in
theobserVedbinding of arylsulfonamides to CA II), but the
entropy of binding (-T∆S°ArSO2NH-) is favorable for almost
all of the sulfonamides for which data are reported (Figure
23B). This observation is consistent with our intuition:
-T∆S°ArSO2NH- should be slightly favorable (and near zero)
for this reaction, because the number of water molecules

Figure 23. Variation of enthalpy with entropy for the association
of arylsulfonamides with CA II. Plots for the (A) observed
thermodynamic parameters and (B) those calculated for the asso-
ciation of the arylsulfonamide anion with CA-ZnII-OH2

+ (eq
18; Scheme 1) using eq 25 are shown. The data are listed in Tables
13 and 14. The fitting parameters and correlation coefficients (slope,
y-intercept in kcal mol-1, andR2) are as follows: for (A)-0.86(
0.07,-9.52( 0.17, and 0.74, and for (B)-1.03( 0.09,-12.85
( 0.18, and 0.74. Uncertainties are from the least-squares fitting
procedure. The dashed lines separate favorable (-T∆S° < 0) from
unfavorable (-T∆S° > 0) entropy of binding, and the dotted lines
are placed to signify “moderate” entropy of binding with a
magnitude ofT∆S° e 2 kcal mol-1.

∆H°ArSO2NH- ) ∆H°obs+

θCA-ZnII-OH2
+ (∆H°ion,CA-ZnII-OH2

+ - ∆H°ion, buffer) +

θArSO2NH-(∆H°ion, buffer - ∆H°ion,ArSO2NH2
) (25)
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surrounding the free arylsulfonamide anion should be slightly
greater than the number surrounding the displaced water
(from the ZnII cofactor), while theintrinsic (translational and
rotational) entropies of the arylsulfonamide anion and water
are likely to be similar.594 This simple model assumes that
the residual mobility and hydrophobic contacts of the
arylsulfonamide anion when associated with CA II are the

same as those of the water when associated with CA II.
Differences in either of these two will give values of entropy
of binding (-T∆S°ArSO2NH-) that deviate significantly from
zero.

Some arylsulfonamides bind with significantly favorable
changes in entropy (-T∆S°ArSO2NH- < -2 kcal mol-1; Figure
23B). Examining the structures of these ligands suggests that

Table 14. Values of Enthalpy and Entropy for the Association of Arylsulfonamide Anion with CA-ZnII -OH2
+

Compound
CA II

Variant pKa

∆H°ion,ArSO2NH2
(kcal mol-1)

∆G°ArSO2NH-
a

(kcal mol-1)
∆H°ArSO2NH-

b

(kcal mol-1)
-T∆S°ArSO2NH-

(kcal mol-1)

1 HCA 10.1c,d 9.1( 0.01d,e -13.5c -13.1e,f -0.4
1 BCA 10.1c,d 9.1( 0.01d,e -12.8( 0.3e,g -12.1( 0.1e,f -0.6( 0.4
1 BCA 10.1c,d 9.1( 0.01d,e -12.8( 0.3e,g -11.8( 0.1e,h -1.0( 0.4
1 BCA 10.1c,d 9.1( 0.01d,e -12.9( 0.3e,g -12.3( 0.6e,g -0.6( 0.6
3 HCA 9.0c 7.3i -13.9j -14.2j,k 0.3
4 BCA 10.1c 8.3i -11.5( 0.4e,l -12.0e,h 0.5
4 BCA 10.1c 8.3i -11.8( 0.3e,l -11.5e,l -0.3
4 HCA 10.1c 8.3i -11.1( 0.3m -9.3k,m -1.8
6 BCA 10.2c 8.3i -14.2c -12.1e,h -2.1

29 BCA 9.6n 4.8( 0.7e,n -12.6( 0.3e,o -10.5( 1.7e,o -2.1( 1.7
29 BCA 9.6n 4.8( 0.7e,n -12.2( 0.4p -10.9( 0.8k,p -1.3( 0.9
29 BCA 9.6n 4.8( 0.7e,n -12.2( 0.3e,p -11.2( 0.8e,p -1.0( 0.9
29 BCA 9.6n 4.8( 0.7e,n -12.4( 0.3e,q -13.8( 0.9e,q 1.4( 0.9
37 BCA 10.3c 8.4i -13.9( 0.3e,q -13.4e,q -0.5
63 BCA 10.1r 8.3i -13.5( 0.3e,q -15.7e,q 2.3
64 BCA 10.1r 8.3i -13.6( 0.3e,q -15.3e,q 1.7
65 BCA 10.1r 8.3i -13.5( 0.3e,q -14.7e,q 1.2
66 BCA 10.1r 8.3i -13.5( 0.3e,q -13.9e,q 0.4
67 BCA 10.1r 8.3i -13.4( 0.3e,q -13.5e,q 0.1
72 BCA 10.1r 8.3i -14.3( 0.3e,q -12.6e,q -1.6
73 BCA 10.1r 8.3i -14.1( 0.3e,q -12.4e,q -1.7
74 BCA 10.1r 8.3i -14.0( 0.3e,q -12.4e,q -1.6
75 BCA 10.1r 8.3i -13.9( 0.3e,q -11.8e,q -2.1
76 BCA 10.1r 8.3i -13.9( 0.3e,q -11.4e,q -2.4

133 BCA 9.8c 8.0i -12.9( 0.9p -8.2k,p -4.7
133 BCA 9.8c 8.0i -12.9( 0.9e,p -7.3e,p -5.6
136 BCA 8.2n 6.9( 0.4e,n -13.2( 0.3e,o -9.8( 1.2e,o -3.4( 1.2
136 HCA 8.2n 6.9( 0.4e,n -12.8e,o -8.8e,o -4.0
137 BCA 7.3n 5.4( 0.3e,n -11.5( 0.2e,o -11.6( 1.3e,o 0.0( 1.3
137 HCA 7.3n 5.4( 0.3e,n -12.4e,o -12.4e,o 0.0
138 BCA 7.1n 5.7( 0.2e,n -11.9( 0.2e,o -12.6( 0.1e,f 0.7( 0.2
138 BCA 7.1n 5.7( 0.2e,n -11.0( 0.2e,o -9.9( 1.7e,o -1.1( 1.7
138 HCA 7.1n 5.7( 0.2e,n -11.4e,o -10.3e,o -1.1
138 HCA 7.1n 5.7( 0.2e,n -11.6( 0.1m -9.8( 0.2k,m -1.8( 0.2
139 BCA 8.3s 6.3( 0.1s -13.7( 0.3o -13.2e,f -0.4
139 HCA 8.3s 6.3( 0.1s -13.7( 0.3o -13.9( 0.2e,f 0.2( 0.4
139 HCA 8.3s 6.3( 0.1s -13.5( 0.3o -10.6( 0.4k,m -2.9( 0.5
140 HCA 8.1c 6.5i -13.8( 0.2m -8.3k,m -5.5
157 HCA 8.4c 6.8i -13.8( 0.3m -10.3k,m -3.6
188 BCA 6.3n 5.0( 0.3e,n -11.3( 0.1e,o -6.5( 1.0e,o -4.8( 1.0
188 HCA 6.3n 5.0( 0.3e,n -11.5e,o -8.3e,o -3.3
188 HCA 6.3n 5.0( 0.3e,n -11.5( 0.1m -10.5( 0.2k,m -1.1( 0.2
207 BCA 9.6d 7.9( 0.03d,e -12.8( 0.3e,g -12.2( 0.2e,g -0.6( 0.4
208 BCA 9.7d 8.5( 0.06d,e -13.6( 0.3e,g -11.6( 0.2e,g -2.0( 0.4
209 BCA 10.0d 8.6( 0.03d,e -12.8( 0.3e,g -10.6( 0.5e,g -2.2( 0.6
210 BCA 9.1d 7.8( 0.14d,e -12.3( 0.3e,g -11.2( 0.5e,g -1.1( 0.6
211 BCA 9.4d 8.6( 0.04d,e -13.4( 0.3e,g -12.3( 0.3e,g -1.1( 0.5
212 BCA 8.2d 7.6( 0.03d,e -12.4( 0.3e,g -9.5( 0.5e,g -2.9( 0.5
213 BCA 10.1r 8.3i -13.0( 0.3e,q -14.1e,q 1.2
214 BCA 10.1r 8.3i -13.4( 0.3e,q -13.9e,q 0.5
215 BCA 10.1r 8.3i -13.3( 0.3e,q -12.8e,q -0.5
216 BCA 10.1r 8.3i -13.2( 0.3e,q -12.4e,q -0.8
217 BCA 10.1r 8.3i -13.1( 0.3e,q -11.9e,q -1.2
222 BCA 8.4n 6.7( 2.0e,n -8.4( 0.3e,o -6.5( 3.4e,o -1.9( 3.4

a Calculated using∆G°obs from Table 10 and eq 21.b Calculated using values of∆H°obs from Table 10 and eq 25.c From references listed in Table
10. d Measured in ref 182.e Determined by calorimetry.f Observed thermodynamic values measured in 50 mM Hepes buffer, pH 8.2.405 g Observed
thermodynamic values measured in 20 mM phosphate buffer, pH 7.5.182 h Observed thermodynamic values measured in 50 mM Tris buffer, pH
8.2.405 i Estimated from a linear plot of∆H°ion,ArSO2NH2

vs pKa for arylsulfonamides with experimental values of∆H°ion,ArSO2NH2
. j Observed

thermodynamic values.458 k Estimated by van’t Hoff analysis.l Observed thermodynamic values measured in 20 mM PIPES buffer, pH 7.0.417

m Observed thermodynamic values measured in 50 mM barbital buffer with “average” pH 7.5.608 n Measured in ref 417 and extrapolated toT )
298 K when necessary.o Observed thermodynamic values measured in 25 mM phosphate buffer, pH 7.0.417 p Observed thermodynamic values
measured in PBS (10 mM phosphate, pH 7.4, 150 mM NaCl).412 q Observed thermodynamic values measured in 20 mM sodium phosphate, pH
7.5.415 r Assumed to be equal to the value for compound38 (see Table 10).s Measured in ref 405.

Studies of Proteins and Protein−Ligand Binding Chemical Reviews, 2008, Vol. 108, No. 3 1009



they are able to take advantage of hydrophobic contacts with
CA II, although we cannot rule out the explanation that these
ligands have greater residual mobility in complexes with CA
II than do the other arylsulfonamides. An interesting exam-
ple is the structurally simple trifluoromethanesulfonamide
(188), which binds with a very favorable-T∆S°ArSO2NH-.
This observation is consistent with hydrophobic contacts of
the trifluoromethyl moiety of the ligand with a hydrophobic
pocket of HCA II revealed by X-ray crystallography (see
section 10.3.4).201 At the other extreme, there are some
arylsulfonamides that bind with unfavorable-T∆S°ArSO2NH-

. Most of these ligands are negatively charged, and their
unfavorable entropies of binding could represent an entropic
penalty for orienting their negative charges in the positively
charged active site of CA II.

An interesting outlier in Figure 23B isp-aminomethyl-
benzenesulfonamide (222); this ligand binds with a lower
exothermicity (less favorable∆H°ArSO2NH-) than anticipated
and could suffer from electrostatic repulsion of its putative
positive charge with the positively charged active site of BCA
II (see section 10.6.2).

10.6.4. Comparison of ∆H°ArSO2NH− from Calorimetry and
van’t Hoff Analysis

As discussed in section 10.2.2, the two primary means of
determining enthalpy and entropy of protein-ligand binding
are calorimetry and van’t Hoff analysis. This section uses
the system of CA II and arylsulfonamides as a testing ground
to compare the thermodynamic parameters obtained by both
techniques.

There are only five arylsulfonamides (139, 138, 188, 133,
and29) for which values of enthalpy of binding have been
reported by both calorimetry and van’t Hoff analysis, and
only two (133 and 29) for which these values have been
reported under the same experimental conditions and by the
same investigators (Table 14). There is no clear trend in the
differences in values of∆H°ArSO2NH- from the two types of
experiments. For the binding of benzolamide (139) to HCA
II, ∆H°ArSO2NH- from the calorimetric data of Binford et al.
is ∼3 kcal mol-1 moreexothermic than that from the van’t
Hoff data of Conroy and Maren (Table 14).405,608 While
values of ∆H°ArSO2NH- for the binding of methazolamide
(138) to HCA II measured by calorimetry by Matulis and
Todd and van’t Hoff analysis by Conroy and Maren showed
good agreement (∆∆H°ArSO2NH- ≈ 0.5 kcal mol-1), the
binding of trifluoromethanesulfonamide (188) to HCA II
showed a significant discrepancy between values measured
by the same two techniques (and in the direction opposite
to that for 139: ∆H°ArSO2NH- was ∼2 kcal mol-1 less
exothermic from calorimetry than from van’t Hoff analy-
sis).417,608In a study that allowed a direct comparison of the
two techniques, Day et al. examined the thermodynamics of
binding of dansylamide (DNSA,133) and p-carboxyben-
zenesulfonamide (29) to BCA II in solution using ITC and
to BCA II immobilized in a thin layer of dextran on a gold
surface using surface plasmon resonance spectroscopy (SPR;
see sections 8.4.3 and 12) and van’t Hoff analysis.412 They
found that the values of enthalpy of binding determined by
both techniques for both sulfonamides were within experi-
mental error (∆∆H°ArSO2NH- < 1 kcal mol-1; Tables 12 and
13).

Because only a limited number of cases can be compared
directly, we cannot draw clear conclusions about the cor-
relation between values of enthalpy of binding determined

by calorimetry and by van’t Hoff analysissthat is, we do
not know whether these values are within error of one another
or whether there is a consistent discrepancy between the
values measured by the two techniques. A controlled study
of the thermodynamics of binding of a number of arylsul-
fonamides to CA determined by both techniques under the
same experimental conditions would be necessary to examine
this issue. Nevertheless, we believe that calorimetry is the
superior technique for measuring enthalpy and entropy of
binding because it measures directly the heat released (and,
thus, the enthalpy) upon protein-ligand complexation, and
it is not subject to the experimental artifacts (most of which
are caused by the limited range in temperature that can be
examined in biological systems) that often plague van’t Hoff
analyses (see section 10.2.2).

10.6.5. Influence of the Head Group: Fluorinated
Benzenesulfonamides

Studies of the thermodynamics of binding of a heteroge-
neous set of arylsulfonamides (see sections 10.6.3 and 10.6.4)
do not allow a direct estimate of the contributions of the
head group or the aryl ring of the arylsulfonamide to the
enthalpy and entropy of binding because of the heterogeneity
of the interactions between each ligand and CA. This section
highlights a well-controlled study by Krishnamurthy et al.
that examines the thermodynamics of binding of a series of
structurally similar ligands (fluorinated benzenesulfonamides,
207-212) to BCA II.182

As fluorination of the ring only slightly perturbs the size
and shape of the ligands (and so they can be assumed to
bind to the enzyme in a similar, conserved way), this study
allowed the estimation of the magnitudes of the enthalpies
(eq 26) and entropies (eq 27) of the different structural
interactions between BCA II and benzenesulfonamide ligands.
These equations were obtained from QSARs (Figure 16 parts
B and C) between∆H°ArSO2NH- or -T∆S°ArSO2NH- and pKa

and logP by assuming that the pKa-dependent term included
both the ZnII-N bond (∆Hi

ZnII-N for its enthalpy of binding
and-T∆Si

ZnII-N for its entropy of binding) and the hydrogen-
bond network (∆Hi

H-bonds for its enthalpy of binding and
-T∆Si

H-bonds for its entropy of binding), and the log
P-dependent term consisted solely of the (mainly, hydro-
phobic) contacts between the phenyl ring and the enzyme
(∆Hi

ring for its enthalpy of binding from van der Waals
contacts and-T∆Si

ring for its entropy of binding from the
“hydrophobic effect”4,557-560).

Figure 18 shows the ranges in values of the component
enthalpies and entropies for the structural interactions
between BCA II and the benzenesulfonamide ligands.
∆H°ArSO2NH- is dominated by electrostatic interactionssthe
ZnII-bond and the hydrogen-bond networksand-T∆S°ArSO2NH-

is dominated by the hydrophobic contacts of the phenyl ring

∆Hi
ZnII-N + ∆Hi

H-bonds)
-1.58((0.47)pKa + 3.9((5.0) (26a)

∆Hi
ring ) -0.21((0.82)logP - 0.5((1.8) (26b)

-T∆Si
ZnII-N - T∆Si

H-bonds)
0.73((0.53)pKa - 5.5((5.7) (27a)

-T∆Si
ring ) - 0.98((0.92)logP - 2.2((2.0) (27b)
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with the enzyme. The slightly unfavorable contribution of
electrostatic interactions to-T∆S°ArSO2NH- probably reflects
enthalpy/entropy compensation: more enthalpically favorable
interactions have less mobility at the protein-ligand interface
(resulting in less favorable entropy of binding) than less
enthalpically favorable interactions (see section 10.2.2).

10.6.6. Influence of the Tail Group: Oligoethylene Glycol,
Oligoglycine, and Oligosarcosine Tails

This section addresses the enthalpic and entropic contribu-
tions of the tail region of the arylsulfonamide to affinity
(Figure 11A). Specifically, it summarizes current understand-
ing of the thermodynamic basis for the insensitivity ofKd

obs

to chain length (n) for benzenesulfonamides containing tails
of oligoethylene glycol (72-76), oligoglycine (63-67), and
oligosarcosine (213-217) (see section 10.4.2; Figure 21A).
Because the values of pKa of the sulfonamides are expected
to be the same for all of these ligands, trends in theobserVed
thermodynamic parameters (∆H°obsand-T∆S°obs; Table 13)
across the series are the same as trends in the thermodynamic
parameters calculated for the binding of the sulfonamide
anion to CA-ZnII-OH2

+ ( ∆H°ArSO2NH- and-T∆S°ArSO2NH-;
Table 14).

Whitesides, Christianson, and co-workers202,377previously
rationalized this insensitivity ofKd

obs by invoking enthalpy/
entropy compensation: the interaction of the tail with CA
II increased as the length of the tail increased (more favorable
enthalpy of binding due to increasing number of van der
Waals contacts), but this increase wasexactlycompensated
by the increasing conformational cost of restriction of freely
rotating bonds (more unfavorable entropy of binding).416,594,609

The investigators found it astonishing that enthalpy and
entropy of binding would be perfectly compensating for three
different classes of tails.

Using isothermal titration calorimetry (ITC), Krishnamur-
thy et al. demonstrated that, although the data were repro-
ducible, this mechanistic hypothesis was completely incor-
rect.415 They observed that the enthalpy of binding became
lessfavorable, and the entropy of bindingless unfavorable,
as the length of the chain increased for arylsulfonamides with
oligoethylene glycol, oligoglycine, and oligosarcosine tails,
exactlycounterto their expectations (Figure 21 parts B and
C). In response to these data, the investigators proposed a
different model in which the interface between the protein
and the ligand became “looser” as the length of the tail of
the sulfonamide increased; the looser interface would have
greater entropic mobility and a less favorable enthalpy (due
to fewer van der Waals contacts) than a “tighter” one (Figure
24). In their model, residues of the tail that are farther from
the phenyl ring enthalpically destabilize the bound conforma-
tion of residues that are closer to the phenyl ring (Figure
24B). This effect results in the observed enthalpy/entropy
compensation (Figure 24A).

10.6.7. Conclusions

Microcalorimetry makes it possible to obtain believable
data describing the thermodynamics of binding. Some of the
values of enthalpy for the binding of arylsulfonamides to
CA II obtained by microcalorimetry differ significantly from
those obtained using van’t Hoff analysis (Tables 12 and 13).
Such discrepancies have been reported previously in the
literature for protein-ligand binding.578-580 While a rigorous
comparison of thermodynamic values obtained from the two
techniques is not possible because so few directly comparable

data are available in the literature, we believe that calorimetry
is the best technique for measuring the dissected thermody-
namics for protein-ligand association for reasons discussed
in section 10.2.2.

The obserVed binding of arylsulfonamides to CA II is
strongly enthalpy (∆H°obs)-driven and generally opposed by
a small-to-moderate (relative to the enthalpy) entropic
(-T∆S°obs) term (Table 13; Figure 23A). When the observed
data are used to calculate values of the changes in enthalpy
and entropy for the reaction of the arylsulfonamideanion
(ArSO2NH-) with CA-ZnII-OH2

+ (eq 18), the entropic
(-T∆S°ArSO2NH-) term is seen to be important (contributing
up to 50% of the affinity), but∆H°ArSO2NH- is still dominant
for the association of most arylsulfonamide anions (Table
14; Figure 23B). The electrostatic interactions of the ZnII-N
bond and hydrogen-bond network are the dominant contri-
butors to∆H°ArSO2NH-, while hydrophobic contacts between
the ring and CA II are the dominant contributors to
-T∆S°ArSO2NH-.

10.7. Overall Conclusions

10.7.1. Why Is CA a Good Model System for Rational
Ligand Design?

The system of CA (especially HCA I, HCA II, and BCA
II) and arylsulfonamides is a model in which it is possible
to study separately the distinct components of binding of
the arylsulfonamide: (i) the interaction of its head group
with the enzyme (ZnII-NH bond and-SO2NH hydrogen-
bond network), (ii) the interaction of its aryl ring with the
hydrophobic pocket (active site) of CA, and (iii) the
interaction of its tail and secondary recognition element with
hydrophobic patches (adjacent to the active site) of CA
(Figure 13B). This system of enzyme and ligand is well-
suited for thermodynamic measurements because of the
availability and ease of purification of CA (necessary for

Figure 24. Association ofpara-substituted benzenesulfonamides
with oligoethylene glycol (ArEGnOMe, 72-76), oligoglycine
(ArGlynO-, 63-67), and oligosarcosine (ArSarnO-, 213-217) tails
with bovine carbonic anhydrase II. (A) Enthalpy/entropy compensa-
tion plot for the association. The solid lines are linear fits to the
data sets and give values for the compensation (from the slopes)
as follows: -0.96( 0.08 (ArSarnO-), -1.07( 0.07 (ArGlynO-),
and-1.32 ( 0.09 (ArEGnOMe); these observations demonstrate
near-perfect compensation between enthalpy and entropy. The
dotted vertical line separates favorable (-T∆S° < 0) from unfavor-
able (-T∆S° > 0) entropy of binding. (B) A schematic diagram
for the association. This schematic diagram represents the catalytic
cleft of the enzyme as a cone with the ZnII cofactor at the apex.
The bottom surface (shaded) of the cleft is the “hydrophobic wall”
of the enzyme. Ellipses depict the residues of the ligand; the sizes
of the ellipses are qualitatively proportional to the mobility of the
individual residues. Benzenesulfonamide ligands with one (white),
three (light gray), and five (dark gray) residues in the tail are shown.
Modified with permission from ref 415. Copyright 2006 American
Chemical Society.
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techniques that require large amounts of material), as well
as the straightforward synthesis of arylsulfonamides.

10.7.2. Lessons in Design of Arylsulfonamide Ligands for
CA

Arylsulfonamides are the most effective ligands of CA.
The hydrogen-bond network around the sulfonamide group,
and the ZnII-N bond, are both crucial components of the
interaction. All high-affinity ligands for CA make use of the
ZnII-N bond; this observation highlights its importance in
determining affinity. While the sulfonamide class of mol-
ecules has proven effective as high-affinity ligands for CA,
the design of ligands with moieties that bind more tightly to
ZnII than sulfonamides do could result in the generation of
even higher-affinity ligands.

Much of the extensive variation of the structure of
arylsulfonamides has simply exemplified ways of varying
the pKa of the arylsulfonamide. The separation of the two
effects of the pKa of the arylsulfonamide on binding to CAs
the fraction of sulfonamide present as the anion, ArSO2NH-,
and the strength of the interaction of ArSO2NH- with CA
(the ZnII-N bond and the hydrogen-bond network)sis
essential for the rational design of high-affinity arylsulfon-
amides and for determining the importance of hydrophobic
contacts between the arylsulfonamide and CA on affinity.
Many arylsulfonamides have affinities higher than that
expected from a Brønsted plot constructed using unsubsti-
tuted benzenesulfonamide (1) as a reference compound
(Figure 17B); these arylsulfonamides are probably exploiting
hydrophobic and/or multivalent contacts outside of the active
site (contacts that benzenesulfonamide lacks) to increase
affinity. Compound109exemplifies these design principles
and is the highest-affinity sulfonamide known. At the lower
end of affinity, certain sulfonamides (e.g.,ortho-substituted
alkyl series) bind more weakly than anticipated based on
the Brønsted relationship, presumably because of unfavorable
steric interactions between the aryl ring or substituents on
the aryl ring and the cleft of CA. Understanding these high-
and low-affinity deviations is crucial to furthering our ability
to design high-affinity ligands rationally in this system.

A simple analysis (eqs 19 and 20) predicts a modest
dependence of the pKa (of the sulfonamide) that gives the
highest-affinity binder to CA onâ. The “best” pKa for a
ligand (with all other factors being equal) will be roughly
the pH of the buffer (pKa ) pH ( 1 for â ) 0.1-0.9) (eq
20; Figure 19).

The affinity between CA (at least CA II) and ligand is
dominated (∼65%) by the ZnII-N bond with lesser contribu-
tions by the hydrogen-bond network (∼10%) and hydro-
phobic contacts (∼25%) of the ring (Figure 18). The ZnII-N
bond and the hydrogen-bond network primarily manifest
themselves in the enthalpy of binding, with the contacts of
the ring with CA appearing in the entropy of binding. In
principle, high-affinity ligands can be designed by increasing
the strength of the hydrophobic contacts (by increasing the
size and hydrophobicity of the aryl ring) between the aryl
ring of the ligand and CA. This approach, however, might
suffer from undesired destabilization of the ZnII-N bond or
the hydrogen-bond network. A simpler approach has been
the addition to the benzenesulfonamide scaffold of hydro-
phobic binding elements (either tails or secondary recognition
elements) that interact with a surface of CA outside of its
active site and that, thus, do not affect the binding of the
sulfonamide head group or the phenyl ring.

Hydrophobic tails, which interact at a surface adjacent to
the active site, lower theKd

obs of arylsulfonamide ligands
within a series of homologous compounds. Carefully con-
trolled studies ofpara-substituted benzenesulfonamides with
alkyl or fluoroalkyl tails have demonstrated that hydrophobic
interactions are important in affinity. The use of a homolo-
gous series allows the clear separation of structural effects
on affinity (e.g., here the values of pKa of the arylsulfona-
mides were constant within each series).

Bivalent sulfonamides containing hydrophobic secondary
recognition elements (SREs), which are able to interact with
the “hydrophobic wall” of CA, bind with higher affinities
than sulfonamides without these secondary elements. The
exact structure of the hydrophobic SRE is not crucial to
enhancing affinity. Sulfonamides containing hydrophilic or
charged SREs are not of particularly high affinity (as
compared to sulfonamides lacking SREs); these results
reinforce the inference from many other studies that the
engineering of electrostatic or ionic interactions is more
challenging than the engineering of hydrophobic con-
tacts.4,30,397Results from studies involving the coordination
of metal-containing SREs to surface His residues of HCA,
while a promising idea, have been inconclusive.181,596,601,602

Understanding enthalpy/entropy compensation with even
relatively simple systems (e.g., sulfonamides with chains of
oligoethylene glycol, oligoglycine, and oligosarcosine) is both
very challenging and very instructive. We believe it will
ultimately allow us to design high-affinity ligands by
generating ligands with stabilizing enthalpic contacts but
without the high entropic cost of binding that is typically
associated with exothermic binders.

10.7.3. General Lessons in Rational Ligand Design

While the CA/arylsulfonamide system is simple (e.g., CA
does not undergo gross conformational changes upon ligand
binding, is a monomeric protein, and is not post-translation-
ally modified with saccharides or phosphates), we still do
not have a deep, predictive understanding of the binding of
ligands to it (primarily because of our lack of understanding
of entropy, central to such phenomena as the hydrophobic
effect, enthalpy/entropy compensation, the structure of
water, etc.). Our incomplete rationalization of this system
suggests that there is still much work to be done on its
particularly in characterizing the thermodynamics of bindings
to understand this system and to apply the lessons it has to
teach to the design of ligands for other proteins.

A few general themes have emerged from the study of
this system:

(1) Measuring (or calculating from the observed affinity)
the affinity of the species of the ligand and protein that
actually interact is crucial in order to carry out meaningful
studies of structure-activity relationships. Simply examining
the observed affinities of a series of ligands will not allow
the careful partitioning of affinity to different structural
contributions (e.g., hydrophobic contacts of the aryl ring,
ZnII-N bond, and hydrogen-bond network) of the ligand.

(2) Multivalent ligandssligands that bind at both the
primary (active) site and a secondary site removed from, but
adjacent to, the active sitesmay be easier to design than
ligands that bind just at the active site (even if there are
multiple interactions at that site). This general statement will
be particularly true when the active site is sterically
congested.
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(3) Exploiting hydrophobic contacts with proteins is one
of the truly successful design principles for rational ligand
design. These contacts have been successful at both the active
site of the protein and at a secondary site removed from the
active site.

(4) Electrostatic interactions might be intrinsically weaker
and/or more challenging to engineer than hydrophobic
interactions, possibly because the steric demands on hydro-
phobic bonding are less severe than those on electrostatic
interactions.

11. Kinetics and Mechanism of Protein-Inhibitor
Binding in Solution

11.1. Kinetics of Interaction of Arylsulfonamides
with CA

11.1.1. Overview
The kinetics of association and dissociation of arylsul-

fonamides to CA (CA II, Table 15) are well-fit by either a
two-state (Scheme 2A) or a three-state (Scheme 2B) model.
In the two-state model, the arylsulfonamide associates with
the enzyme and coordinates to the ZnII cofactor in one step.
In the three-state model, the arylsulfonamide first associates
with the enzyme to form a hydrophobic, weakly bound,
noncoordinated complex; the arylsulfonamide in this complex
coordinates to the ZnII cofactor in a second step.

In the remainder of section 11.1, we discuss the observed
rate constants for association (kon) and dissociation (koff) using
a two-state model. For this model, of course,Kd

obs ) koff/kon.
In section 11.2, we discuss the possible mechanisms for
complexation of arylsulfonamides with CA that are consistent
with the two- and three-state models. No deviation from
pseudo-first-order kinetics has been observed for the as-
sociation of arylsulfonamides with CA, so we can neither
prove nor disprove that either a two- or three-state model is
correct for describing the mechanism for complexation.
Instead, we discuss the alternative mechanisms in light of
the experimental results given in Section 11.1.

11.1.2. Influence of the Head Group and the Ring on the
Kinetics of Binding

Taylor et al. demonstrated that, for a number of structurally
unrelated arylsulfonamides,kon had a 10-fold larger influence
on Kd

obs than didkoff (Figure 25).458 The largest value ofkon

that they observed was∼107 M-1 s-1 (Table 15), which is
2 orders of magnitude lower than the limit imposed by
diffusion (∼2 × 109 M-1 s-1) for the collision of a small
molecule (similar to benzenesulfonamide) with the surface

of a protein.610 Alberty and Hammes showed that restricting
the solid angle of approach for the collision of a small
molecule with the surface of a protein would reduce the
diffusion-controlled rate from this upper limit.610 The conical
cleft of CA restricts the solid angle of approach of the ligand
(see section 4.6); thus, 2× 109 M-1 s-1 is an upper limit for
the value ofkon. The rate of diffusion-controlled reactions
should decrease slightly with increasing molecular weight
of the substrate: the diffusion coefficient (D) is inversely
proportional to the square root of the molecular weight (M):
D ≈ M-1/2. The experimental data are not compatible with
a simple, diffusion-controlled reaction: many large arylsul-
fonamides associate with CA with values ofkon greaterthan
those for small ones; for example,kon for 168with HCA II
is ∼100 times larger than that for benzenesulfonamide (1)
(Figure 26; see also section 11.2.3.2). Taylor et al. noted
thatkon has a larger influence onKd than doeskoff, whereas
koff has a larger influence onKd than doeskon for most metal-
ligand associations.458 The fact thatkon is more important
than koff suggests a complicated reaction profile for the
association of arylsulfonamides with the enzyme. We discuss
these results and their impact on the mechanism in section
11.2.

Inorganic anions (e.g., CN-, OCN-, and SCN-) have
values ofkon near the diffusion limit for binding to CoII-
BCA II (Table 15). Using literature values for the diffusion
coefficients in water (1.5× 10-5 cm2 s-1 for CN- and 2.15
× 10-5 cm2 s-1 for SCN-)611 and a solid angle of 2π (i.e.,
a hemisphere),610 the diffusion-limited value ofkon is about
3 × 109 M-1 s-1 for CN- and 4× 109 M-1 s-1 for SCN-.
Prabhananda et al. have reported values ofkon of about 3×
109 M-1 s-1 for CN- and 2× 109 M-1 s-1 for SCN- (Table
15).291 CN-, SCN-, NCO-, and HCO3

- do not displace the
metal-bound water of CA II; rather, kinetic291 and X-ray186,188

studies have demonstrated that the metal cofactor (CoII or
ZnII) in 1:1 complexes of these anions with CA II has an
expanded coordination spheresthe coordination expands to
5 (for CN- with CoII-BCA II and SCN- with HCA II) or
6 (for HCO3

- with CoII-HCA II). The X-ray structures of
HCA II with CN- and NCO- show that the water remains
tetrahedrally coordinated to ZnII and that the anion binds in
the hydrophobic pocket of the enzyme (see section 4.6).294

Prabhananda et al. have reported a 2:1 complex between CN-

and CoII-BCA II.291 The complex forms by the association
of BCA II-CoII-CN with a second CN-, which does
displace the metal-bound water. The rate constant for this
association is 5× 105 M-1 s-1, which is similar to the value
of kon for sulfonamides. These similar values forkon suggest
that the value ofkon for sulfonamides may depend on the
rate at which the sulfonamide can displace the metal-bound
water.

11.1.3. Which Are the Reactive Species of CA and
Sulfonamide?

Taylor et al. further demonstrated thatkon (like Kd
obs; see

section 10.3.2) is, in general, pH-dependent and gives a bell-
shaped curve with pH bounded by two values of pKa, while
koff is pH-independent over the range of pH 5-11 (Figure
27).302 For the reasons presented in section 10.3.2 (Scheme
1; section 10.3.3) to rationalize the pH-dependence ofKd

obs,

Scheme 2. Two-State (A) and Three-State (B) Models for
the Association of Arylsulfonamides with CA
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Table 15. Kinetic Data for the Binding of Ligands to CA II
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only the schemes represented by eqs 17 and 18 are compat-
ible with this experimental pH-dependence ofkon.

We discuss the two equations in the context of the experi-
mental data in section 11.2.

11.1.4. Influence of the Tail on the Kinetics of Binding
King and Burgen examined the rate constants for associa-

tion and dissociation of a homologous series of arylsulfon-

amides substituted at theortho-, meta-, or para-positions with
alkyl chains connected directly as esters or amides to the
phenyl ring.389 For all of these series,Kd

obs was again
primarily influenced bykon, rather than bykoff (Table 15).
The lower affinities of themeta- (114-118) and ortho-
substituted (119-123) ester series than of thep-substituted
(30-35) ester series was primarily due to their lower values
of kon. For thep-substituted amide series (37-43), koff played
a larger role onKd

obs than in the other series; the investiga-
tors attributed this effect to the hydrogen bond between the
carboxamide NH of the sulfonamide ligand and the residues
of the active site of HCA II (such an interaction is not
available for thep-substituted ester (30-35) or p-substituted
alkyl series (1 and6-10)).389 Boriack et al. and Cappalonga

Table 15 (Continued)

a Variant of CA: H ) HCA II; B ) BCA II; Co ) CoII variant of BCA II. b Calculated fromkon andkoff unless otherwise noted.c Technique:
SFF) stopped-flow fluorescence; TJR) temperature-jump relaxation; ACE) affinity capillary electrophoresis; SPR) surface plasmon resonance
spectroscopy; Comp) fluorescence competition.d Calculated fromkon andKd

obs. e Surface plasmon resonance, with CA immobilized on a thin film
of dextran.f Calculated fromkoff andKd

obs. g Nle ) norleucine.h Cph ) p-chlorophenylalanine.i Ligand is immobilized on a SAM at a fractional
thiol coverage of 0.005 (a coverage that should allow a binding of CA equal to 15% of a total monolayer).j Ligand is immobilized on a SAM at
a fractional thiol coverage of 0.02 (a coverage that should allow a binding of CA equal to 35% of a total monolayer).k pKa of the conjugate acid.

ArSO2NH2 + CA-ZnII-OH h

ArSO2NH-ZnII-CA + H2O (17)

ArSO2NH- + CA-ZnII-OH2
+ h

ArSO2NH-ZnII-CA + H2O (18)
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et al. observed by X-ray crystallography that there is actually
a bridging water molecule between this carboxamide NH in
compounds70, 83, 84, and probably also51 and277, and
the carbonyl oxygen of the backbone of Pro201 on HCA
II.185,202

A two-state model, based on diffusion-limited encounter
and hydrophobic contacts between the tail of the arylsul-
fonamide and CA, predicts thatkoff would decrease with the
length of the chain. Such a model also predicts thatkon would
decrease slightly with (or, at the least, be independent of)
the length of the chain. Interestingly, King and Burgen noted
that kon increased with the length of the chain for all of the
series (for thep-substituted alkyl series, the logarithm ofkon

increased linearly with the length of the chain) with only a

small variation inkoff with chain length.389 Taylor et al.
noticed the same trend forkon and koff for a series of
structurally unrelated compounds.458 The association reaction
(described bykon) of ligands with CA is, thus, not mass-
transport limited for any but the fastest reactions (e.g., CN-

discussed in section 11.1.2).

11.1.5. Conclusions
The rate constant for association (kon) of arylsulfonamides

with CA (HCA I and II, at least) has a larger effect on the
equilibrium affinity (Kd

obs) than does the rate constant for
dissociation (koff). This result contrasts with most metal-
ligand complexations, in which the influence ofkoff on Kd

obs

is larger than that ofkon. A two-state, diffusion-limited
encounter model for association is incompatible with the
observation that many large ligands (e.g., arylsulfonamides
with long alkyl tails) have larger values ofkon than do small

Figure 25. Variation of kon (A) and koff (B) with the (equilibrium) dissociation constant,Kd
obs, for several classes of arylsulfonamides.

Structures for the different series are listed in Table 10 as follows:m-ester alkyl (114-118), o-ester alkyl (119-123), p-ester alkyl
(30-35), p-amide alkyl (37-43), p-alkyl (7-10), p-peptides (63, 66, 223-226), and miscellaneous sulfonamides (1-3, 29, 133, 135, 137,
166, 168), and data listed in Table 15.

Figure 26. Variation of kon with the molecular weight of several
classes of arylsulfonamides. Structures for the different series are
listed in Table 10 as follows:p-alkyl (1 and6-10), p-ester alkyl
(29-35), m-ester alkyl (114-118), o-ester alkyl (119-123),
p-amide alkyl (37-43), and miscellaneous sulfonamides (2, 3, 29,
133, 135, 137, and168), and data listed in Table 15. The slope of
the dashed line represents the dependence ofkon on molecular
weight that would be expected for a diffusion-controlled reaction,
kon ≈ (molecular weight)-1/2. The line is drawn to pass through
the value ofkon for benzenesulfonamide (1).

Figure 27. pH-dependence of the logarithms of rate constants for
association (kon) and for dissociation (koff) of p-nitrobenzenesulfon-
amide (3) with human carbonic anhydrase II (HCA II). The open
squares are experimental data forkoff and are pH-independent over
the range examined. The black squares are experimental data for
kon, and the solid line is a simulation using eq 28 or 29 (see text)
with a pKa of 6.6 for CA-ZnII-OH2

+ and a pKa of 9.3 for the
arylsulfonamide. The dashed lines are tangents to the simulation
at three regimes (slopes of 1, 0, and-1), and the dotted vertical
lines show the values of pKa. Data taken from Taylor et al.302
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ligands (e.g., arylsulfonamides with short alkyl tails) (Figure
26 and section 11.2.3.2). A two-state model that is not
diffusion-limited is still compatible with the data (see section
11.2). Values ofkon are sensitive to pH (while values ofkoff

are not, over the range pH 5-11); the pH-dependence of
kon is compatible with only two of the four possible two-
state models for association: (i) the arylsulfonamide anion
interacts with CA-ZnII-OH2

+ (eq 18) or (ii) the neutral
arylsulfonamide interacts with CA-ZnII-OH (eq 17). De-
ciding between these two possibilities requires additional
experimental data. In the next section, we describe a three-
state model and compare it to the two-state model discussed
in this section.

11.2. Mechanism of the Binding of
Arylsulfonamides to CA
11.2.1. Overview

In this section, we discuss the experimental results
presented in section 11.1 in light of two general mechanisms
for association of arylsulfonamides with CA: a two-state
model (Scheme 2A) and a three-state model containing an
intermediate (Scheme 2B). There are two key questions that
we seek to answer: (i) Which are the reactive species of
CA and sulfonamide (eq 17 or 18)? (ii) Is there an
intermediate in the association (Scheme 2B)? Scheme 3
shows two possible three-state models: Scheme 3A com-
prises a neutral set of reactive species (consistent with eq
17), and Scheme 3B comprises a charged set of reactive
species that correspond to eq 18. The superscripts, N and C,
of the microscopic rate constants in Scheme 3 denote the
neutral and charged pathways.

11.2.2. Two-State Model for Binding (Assuming No
Intermediate)

A two-state model for association (Scheme 2A) requires
that the arylsulfonamide interacts directly with CA to form
the final complex in a process that proceeds without a
kinetically significant intermediate. The arylsulfonamide and
CA must be in their reactive formsseither both are neutral
or both are chargedsfor binding to occur. As mentioned in
section 11.1.3, only the two-state models shown in eqs 17
and 18 are compatible with the pH-dependence ofkon (Figure
27). The observed rate constants can be used to calculate

the rate constants for the reactions shown in eqs 17 and 18
by using eqs 28 and 29, respectively,

where θArSO2NH- is the fraction of arylsulfonamide that is
deprotonated andθCA-ZnII-OH2

+ is the fraction of the ZnII-
coordinated water that is protonated (see eqs 20a and 20b in
section 10.3.3).

Taylor et al. calculated a value ofkon
ArSO2NH- for p-

salicylazobenzenesulfonamide (168) of ∼1010 M-1 s-1 with
HCA II.302 Since this value is greater than that for the
diffusion-limited encounter (∼2 × 109 M-1 s-1) of two
neutral molecules in solution (see section 11.1.2), they
concluded that the mechanism of eq 18 was not compatible
with the data. They also showed thatkon for p-nitrobenzene-
sulfonamide (3) did not depend on ionic strength over the
range of 0-1 M. From these results, they inferred that the
reactive forms of the enzyme and/or arylsulfonamide were
not charged, again arguing against the mechanism of eq 18.
(An alternative explanation is that electrostatic effects are
not important in determiningkon.) From this evidence, Taylor
et al. concluded that the mechanism followed was that of eq
17.

Olander et al. have argued that eq 18 could still be a
mechanistic possibility.612,613Because the reactive forms of
the arylsulfonamide and enzyme in eq 18 are both charged,
Coulombic attraction might increase the rate of diffusion-
limited encounter, and the value ofkon

ArSO2NH- for 168could
be within this higher limit.610 Taylor et al. demonstrated that
the value ofkon was insensitive to ionic strength for3, which
has no ionizable group other than the sulfonamide.302 Olander
et al. point out that the sulfonamide that violated the rate
for neutral diffusion-limited encounter (168), however,
contained a carboxylate group as well as the sulfonamide
group.612 It is possible that the small charge on3 (-1 using
eq 18, 0 using eq 17) could explain its lack of dependence
of kon on ionic strength. Compound168, which has a greater
charge than3 (-2 using eq 18,-1 using eq 17), might
exhibit a dependence ofkon on ionic strength; data for168
have not been reported in the literature.

Scheme 3. Three-State Models for the Association of Neutral (A) and Charged (B) Arylsulfonamides with CA

kon
ArSO2NH2 ) kon(1 - θArSO2NH-)(1 - θCA-ZnII-OH2

+) (28)

kon
ArSO2NH-

) konθArSO2NH-θCA-ZnII-OH2
+ (29)
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HCA II has only a small charge at neutral pH (Table 2,
section 4.1);149,150 this fact argues against the mechanistic
hypothesis of Olander et al. Theoretically, the possibility
remains that some arylsulfonamides follow the mechanism
in eq 17, while others follow the mechanism in eq 18. While
a two-state model that follows either eq 17 or eq 18 may be
possible, we believe that a three-state model better explains
the data than any two-state model. We discuss the three-
state model in the following section.

11.2.3. Three-State Model with an Intermediate
(Pre-equilibrium)

11.2.3.1. Overview of the Model.Scheme 3 shows two
possibilities for a three-state model (Scheme 2B) that differ
only in the protonation states of the active forms of the
arylsulfonamide and CA (eqs 17 and 18). We refer to Scheme
3A as the neutral pathway and Scheme 3B as the charged
pathway. Other pathways are conceivable because the
components of parts A and B of Scheme 3 are in equilibrium
(with equilibrium constants denoted byKa(CA-ZnII-OH2

+),
Ka(ArSO2NH2), andKeq(E‚L)), but we will only consider the
charged and neutral three-state possibilities here.

Using the steady-state approximation for the intermediate
(E‚L in Scheme 3), King and Burgen derived eq 30 for the
observed rate constant for association (kon).389 This derivation
assumes that association goes to completion and is irrevers-
ible. This equation is written to be applicable for the
mechanisms of either the charged or neutral pathway, so
superscripts (N or C) for the microscopic rate constants are
omitted. When most of the intermediates formed are
nonproductivesthat is, the intermediate falls apart more
rapidly to reactants than it proceeds to products (a pre-
equilibrium model)seq 30 simplifies to eq 31 becausek-1

. k2 (K is the pre-equilibrium constant between the
intermediate and the reactants and has units of M-1).

Treating the observed rate constant for dissociation (koff)
in a similar manner affords eq 32 (here, assuming that the
dissociation goes to completion and is irreversible).389

Assuming thatk-1 . k2 simplifies eq 32 to eq 33.

Under the assumptions of the pre-equilibrium model, eqs 31
and 33 suggest that the observed rate constant for association
(kon) depends on the stability of the intermediate (relative to
the reactants)sthat is, onKsand the rate constant to form
the final product from the intermediate (k2), and that the rate
constant for dissociation (koff) depends only on the rate
constant to form the intermediate from the final product (k-2)
(and not explicitly on the stability of the intermediate). Figure
28 illustrates these results graphically.

King and Burgen have argued that the first step in the
mechanismsthe association of arylsulfonamide and CA
(specifically, HCA II) to form the intermediatesis pH-

independent (see section 11.2.3.2) but that the second steps
the isomerization to form the final complex where the
arylsulfonamide anion directly coordinates the ZnII cofactors
is pH-dependent.389

11.2.3.2. Experimental Support for an Intermediate.
The observation thatkon has a stronger influence onKd

obs

than doeskoff provides support for the three-state model
(Scheme 3). A two-state model would anticipate a greater
influence ofkoff than ofkon on Kd

obs (see section 11.1.2). The
observation that, in general,para-substituted benzenesulfon-
amides with longer alkyl chains have larger values ofkon

than do those with shorter alkyl chains also provides support
for the three-state model. A two-state model that depends
on the diffusion-limited encounter of arylsulfonamide and
CA would predict thatkon should slightly decrease with (or
at least be independent of) the length of the alkyl chain (Fig-
ure 26). Furthermore, the values ofkoff are mostly indepen-
dent of the length of the alkyl chain ofpara-substituted
benzenesulfonamides (Table 15). A two-state model, in
which hydrophobic contacts between the tail and CA are
important, would anticipate that values ofkoff would decrease
with increasing length of the alkyl chain (see section 11.1.4).

King and Burgen demonstrated thatapo-HCA II, which
lacks the essential ZnII cofactor but has the same tertiary
structure asholo-HCA II (HCA II with the ZnII cofactor)
(see sections 5 and 15.2.2), associated withp-substituted
benzenesulfonamides with reasonable affinity: the affinities
of arylsulfonamides forapo-HCA II (Kd

apo) were a factor of
∼3 × 104-fold lower than those forholo-HCA II (Kd

obs),
regardless of chain length.389 The logarithm ofKd

apo de-
creased (affinity increased) linearly with the logarithm of
the partition coefficients of the arylsulfonamide between
octanol and water. The constant ratio ofKd

apo to Kd
obsand the

correlation betweenKd
apo and the partition coefficient of the

arylsulfonamide suggest that hydrophobicity influences af-
finity and that this contribution is independent of the presence
of the ZnII cofactor. The observation thatapo-HCA II
associates with reasonable affinity (∼mM) to arylsulfon-
amides supports a three-state model, as the arylsulfonamide/
apo-HCA II complex could resemble the intermediate.

The investigators also reported thatN-(p-nitrophenylsul-
fonyl)acetamide (AcNHSO2C6H4NO2, NBSAc, the acetylated
version ofp-nitrobenzenesulfonamide (3)) associated with
holo-HCA II with an affinity ∼104-fold lower than did3
(NBSAc competes with arylsulfonamides for binding toholo-
HCA II but does not coordinate the metal cofactor of HCA
II).389 Further, King and Burgen demonstrated that the
affinities of arylsulfonamides forapo-HCA II, and of NBSAc
for holo-HCA II, were independent of pH over the range of

kon )
k1k2

k-1 + k2
(30)

kon )
k1k2

k-1
) Kk2 (31)

koff )
k-1k-2

k-1 + k2
(32)

koff ) k-2 (33)

Figure 28. Possible free-energy diagram for the association of an
arylsulfonamide with carbonic anhydrase. The values of energy
shown for the different states are in kcal mol-1 and have been taken
from experimental values for the association ofp-nitrobenzene-
sulfonamide (3) with HCA II. Data taken from King and Burgen.389
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6-10 (unlike the case of3; Figure 14B and section 10.3.2).
These results demonstrate that hydrophobic contacts between
the arylsulfonamide andapo-andholo-HCA II are important
to affinity, that the contribution of these contacts to affinity
was the same forapo-HCA II and forholo-HCA II, and that
these contacts were insensitive to pH. These observations
provide support for the conjecture that the first step in the
three-state model is pH-independent. Since the overall
process for the association of sulfonamides with CA (at least
for HCA I and II,302 and likely for BCA II due to its high
homology with HCA II; see Figures 3 and 4) is pH-dependent
(Figure 27), the second step must be pH-dependent.

Banerjee et al. have observed evidence for an intermediate
in the association of dansylamide (DNSA,133) with HCA
I.614 All traces from stopped-flow fluorescence for the
interaction of DNSA with HCA I and HCA II were well-fit
by monoexponential rate equations. For HCA I, but not for
HCA II, the pseudo-first-order rate constants varied in a
hyperbolic manner with the concentration of DNSA.614

Equation 34a giveskobs for a three-state model in which both
association and dissociation of DNSA with CA are revers-
ible.615

The hyperbolic dependence ofkobs on the concentration of
DNSA is consistent with eq 34b, which follows from eq 34a
whenk1[DNSA] + k-1 . k2sthat is, the first step (formation
of the encounter complex) is fast relative to the second step
(formation of the final complex with direct ZnII-N coordina-
tion).

The investigators did not observe evidence for an intermedi-
ate in the association of DNSA with HCA II; the pseudo-
first-order rate constants increased linearly with the concen-
tration of DNSA up to 80µM. This result is consistent with
a simple two-state model and two different three-state
models. A three-state model with a rate-limiting second step
(k1[DNSA] + k-1 . k2) should follow eq 34b, but at low
concentrations of DNSA (when [DNSA], k-1/k1 in eq 34b),
the hyperbolic dependence on [DNSA] will appear to be
linear (kobs) k1k2[DNSA]/k-1 + k-2).30 Banerjee et al. argued
that a three-state model in which the first step is slow and
the second step is fast (k1[DNSA] , k2, andk-1 , k2) would
follow eq 34c and also anticipate a linear dependence ofkobs

on [DNSA].614

Figure 26 illustrates thatkon increases with increasing
molecular weight. King and Burgen suggested that a larger
alkyl group permits a ligand to form an intermediate complex
with a wider range of angular variation, which in turn
increases the probability of the sulfonamide entering the
coordination sphere of the metal.389 Schlosshauer and Baker
investigated the theoretical influence of orientational con-
straints on the rate constant for the association of two
spherical species (“molecules”), each of which has an
asymmetric, reactive patch on its surface.616 They showed
that the rate constant for association between two molecules

depends on the angular constraint,Φ0, with which the
molecules must interact in order for association to occur;
greater steric specificity corresponds to a smaller value for
Φ0. Within a given series of arylsulfonamides, the molecular
weight of the arylsulfonamides is proportional to the
hydrophobic surface area (Figure 26). Given a three-state
model, an increase in the hydrophobic surface area of the
ligand should correspond to alarger value for Φ0: more
surface area can interact (in more orientations) with the
hydrophobic wall of CA to form the intermediate. A two-
state model, however, predicts that an increase in the
hydrophobic surface area of the ligand shoulddecreaseΦ0:
a larger ligand must align more perfectly when binding to
the active site of CA (to avoid having the hydrophobic tail
sterically block the sulfonamide head group from interacting
with the ZnII cofactor) than a smaller ligand. Schlosshauer
and Baker showed that the theoretical rate constant for
association,kon, increases withΦ0.616 According to a three-
state model,kon should increase with the molecular weight
(hydrophobic surface area) of a ligand, whereas a two-state
model predicts thatkon should decrease with increasing
molecular weight of the ligand. The data for the binding of
arylsulfonamides with HCA II (Figure 26) are consistent with
the three-state model.

Four observations support the presence of an intermediate
in the mechanism of the binding of arylsulfonamides to
CA: (i) kon has a stronger influence onKd

obs than doeskoff.
(ii) kon increases with the length of the alkyl chain ofpara-
substituted benzenesulfonamides. (iii) Arylsulfonamides asso-
ciate with apo-HCA II with reasonable affinity. (iv) The
pseudo-first-order rate constant deviates from a linear
dependence on the concentration of dansylamide (for HCA
I). The reported experimental data, however, cannot distin-
guish between parts A and B of Scheme 3 (that is, we do
not know which are the reactive forms in the intermediate
that combine to form the final complex), because the limit
imposed by diffusion (see section 11.2.2) can no longer serve
as a differentiating criterion: proton-transfer could take place
in the active site of the protein concomitant with ZnII-N
bond formation. Furthermore, we do not know which step
is rate-limiting in the formation of the final CA-sulfonamide
complex.

11.2.3.3. Must the Mechanism Involve an Intermediate?
No deviation from pseudo-first-order kinetics for the asso-
ciation of arylsulfonamides with HCA II has been observed.
Such a deviation would be expected for the mechanisms
proposed in Scheme 3 when the concentration of the
intermediate is not negligible relative to those of reactant
and final product (e.g., a high enough concentration of
arylsulfonamide would makek1[arylsulfonamide]. k-1, k2);
a non-negligible concentration of intermediate would result
in a deviation from the steady-state approximation used for
derivation of eqs 30-33 and a need to fit with a biexpo-
nential model. King and Burgen argued that the concentration
of intermediate is negligible and its lifetime is too short (the
intermediateswith free energy∆G° ) -4.5 kcal mol-1 from
Figure 28sdecays with a rate of 2.5× 103 s-1) to detect by
stopped-flow methods because of the moderate concentra-
tions of enzyme and arylsulfonamide used for stopped-flow
fluorescence. They demonstrated that, even with significant
buildup of intermediate (∼24% of total enzyme), kinetic
constants obtained by using the steady-state approximation
(eqs 30-32) would differ from full solutions (using a
computer simulation that accounted for this amount of

kobs)
k1k2[DNSA] + (k1[DNSA] + k-1)k-2

k1[DNSA] + k-1 + k2

(34a)

kobs)
k2[DNSA]

k-1/k1 + [DNSA]
+ k-2 (34b)

kobs) k1[DNSA] +
k-1k-2

k2 + k-2
(34c)
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intermediate) by<20%.389

The affinity ofapo-HCA II for arylsulfonamides does not
necessarily prove that there is a hydrophobically bound
intermediatein the mechanism. In a two-state model, there
could be hydrophobic interactions between CA and arylsul-
fonamide in thetransition state(section 11.2.2). Such a
transition state would have two distinct sets of interactions
occurring (ArSO2NH- binding to the ZnII cofactor and the
aryl ring binding to a hydrophobic pocket).

The observation that the pseudo-first-order rate constants
deviated from linearity for the association of DNSA with
HCA I does not prove thatother arylsulfonamides bind to
CA in a three-state process. DNSA (133) is atypical of most
arylsulfonamides: whereas most arylsulfonamides are more
potent inhibitors for CA II than for CA I (see section
9.2.4),2,531DNSA binds more tightly to HCA I than to HCA
II.614 The crystal structure of HCA II complexed with DNSA
reveals that this sulfonamide binds in a different orientation
than do other arylsulfonamides (e.g., benzenesulfonamide,
1) because of its bulky aryl ring.203,614Thus, the mechanism
for the binding of DNSA to CA is probably different from
the mechanism for the binding of most arylsulfonamides to
CA. Finally, evidence that supports a three-state mechanism
for the association of DNSA with HCA I does not necessarily
imply the existence of a three-state mechanism for HCA II,
although we believe this mechanismis the most common
(or only) one.

We are, thus, in agreement with Banerjee, Olander, and
King and Burgen, and believe that the three-state model
involving an intermediate (Scheme 2B) is the most likely
mechanism for the association of arylsulfonamides with
CA.389,612,614A two-state model (no intermediate; Scheme
2A), however, cannot be ruled out rigorously.

11.2.4. Conclusions

A three-state model, which involves an intermediate on
the pathway of the binding of sulfonamides to CA, is
probablebut not required. The second step of the three-
state modelsthe formation of the final complex from the
intermediatescould involve the interaction of neutral (Scheme
3A) or charged (Scheme 3B) arylsulfonamide and CA. The
rate-limiting steps for both association and dissociation likely
involve the transition state for this step (with the possible
exception of the binding of DNSA to HCA II). Given this
pre-equilibrium model, if association goes to completion and
is irreversible, then the rate constant forassociationdepends
on the stability of the intermediate, but that fordissociation
does not.

We conclude (with the caveats characteristic of mecha-
nistic work) that the mechanism of binding of arylsulfon-
amides to CA probably involves a hydrophobically bound
intermediate and is not simply a two-state model. For
sulfonamide-CA binding, kon makes a larger impact on
Kd

obs than doeskoff. Being able to design ligands with high
values forkon will allow us to design rationally ligands that
bind tightly to CA (low Kd

obs).
Although CA is a relatively simple enzyme, its mechanism

of association with arylsulfonamides is still astonishingly
difficult to model. The mechanism of binding of ligands to
proteins can be difficult to establish given the challenges of
measuring transient, weakly populated intermediate states.
To the extent that it remains difficult to understand fully the
mechanisms of relatively “simple” enzymes like CA, it will
remain even more difficult to understand the mechanisms

of more “complex” enzymes with perhaps more complex
mechanisms. Perhaps surprisingly, the “mechanisms” of
noncovalent processes remain less easily studied than those
of covalent onessprocesses that form and break bonds.
Covalent processes can be relatively well-defined by kinetics
and products (in favorable instances); there are, however,
substantially fewer windows into noncovalent processes.

12. Protein −Ligand Interactions on Surfaces

12.1. Overview

Understanding molecular recognition at the interface
between an aqueous solution and the surface of a solid is
important for understanding the kinetics and thermodynamics
of biochemical processes occurring at surfaces (e.g., signal
transduction, viral adhesion, and the immune response). It
is also important in interpreting results from such bioana-
lytical techniques as surface plasmon resonance (SPR; section
8.4.3) and quartz crystal microbalance (QCM). We only
discuss SPR because it is the primary technique for studying
protein-ligand binding at surfaces.617-619 CA has been a
model protein for studying these interactions using SPR
because its binding to ligands in solution is well-character-
ized, it has a well-defined binding site, and arylsulfonamides
can be easily derivatized for immobilization on surfaces. We
discuss differences in the thermodynamics of CA-sulfon-
amide binding in section 12.2 and in the kinetics of binding
in section 12.3.

12.2. Comparison of Thermodynamic Values for
Binding Measured at Surfaces and in Solution

Equilibrium dissociation constants(Kd
obs) for protein-

ligand complexes measured by SPR are most commonly
determined by using the relationshipKd

obs ) koff/kon and the
values of the individual rate constants, but they can also be
determined by measuring the change in refractive index at
the surface as a function of the concentration of the free
analyte, either protein or ligand (see section 8.4.3). Values
of Kd

obs determined by SPR for the binding of ligands to
CA, where one of the components is immobilized on a
surface, are generally similar in magnitude to those measured
by calorimetric and spectroscopic techniques when both
components are in solution (Table 15).412,465,467,483,620,621

Day et al. measured the binding of DNSA (133) and29
to BCA II in solution using isothermal titration calorimetry
(ITC) and stopped-flow fluorescence (SFF) and to BCA II
immobilized on a dextran-coated surface using SPR (Table
15).412 The values ofKd

obs from SPR were the same as those
measured by the solution-phase methods (differences of
<10%) for both of the ligands. Mrksich et al.467 and Lahiri
et al.620 examined the binding of BCA (isozymes I and II)
to a SAM displaying275 in a background of tri(ethylene
glycol) thiols, chemical groups that reduce the nonspecific
binding of proteins (see Figure 10 and section 8.4.3). They
observed that binding in solution (using the control ligand
276, which is structurally similar to275) was slightly tighter
(Kd

obs lower by∼3-fold; Table 15) than at the surface of the
SAM.467,620Mrksich et al. attributed this effect to either steric
interactions between free BCA and surface-bound BCA
(lateral steric effects; see Figure 10C and section 12.3.2)620

or to entropic repulsion between free BCA and the tri-
(ethylene glycol) tails of the SAM.467 Lateral steric effects
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would not be expected to affect the results of Day et al.
because ligand bound to surface-immobilized enzyme should
not sterically interfere with the binding of free ligand.

12.3. Comparison of Kinetic Values for Binding
Measured at Surfaces and in Solution

The situation withrate constantsskon and koffsis more
complicated than withKd

obs because the individual rate
constants can differ significantly when measured at surfaces
and in solution, while values ofKd

obs ()koff/kon) are often
quite similar at surfaces and in solution (section 12.2). These
differences may arise from several factors, including the
following: (i) mass transport of analyte to the surface, (ii)
rebinding of dissociated analyte molecules, (iii) lateral steric
effects, (iv) nonspecific binding of molecules to the surface
(using a mixed SAM that presents some oligo(ethylene
glycol) groups can usually eliminate this problem), and (v)
artifacts due to immobilization, which are not well-
understood. We discuss the first three factors in more detail
in the following sections.

12.3.1. Influence of Mass Transport and Rebinding on
Kinetics of Binding

Immobilization of one binding partner on a surface reduces
the translational and rotational freedom of that molecule and
requires the other binding partner to diffuse through the
interfacial fluid boundary layersand possibly into a polymer
(e.g., dextran)sto reach the surface (Figure 10B; section
8.4.3). If the rate of diffusion is not significantly greater than
the rate of formation of the intermolecular complex, the
effects of mass transport contribute to the observed rates of
association and dissociation. Values ofKd

obs are, however,
not affected because the influence of mass transport onkon

andkoff is identical.465,620,621

The effects of mass transport can be reduced or accounted
for by several methods: (i) increasing the rate of flow of
the analyte and, thus, reducing the thickness of the film of
stationary fluid adjacent to the surface; (ii) reducing the
molecular size, and thereby increasing the diffusion constant
and the rate of diffusion, of the analyte; (iii) building a kinetic
scheme that includes a mass-transport step; or (iv) using a
surface that presents the target molecules oriented directly
into solution (e.g., at the surface of a SAM or on a thin,
highly cross-linked layer of dextran) rather than inside of a
gel (e.g., a thick layer of dextran with a low density of cross-
links).

The above strategies may allow the extraction of values
for kon and koff from SPR that agree closely with values
measured in solution. For example, Day et al. measured the
kinetics of binding of133 to BCA II in solution using
stopped-flow fluorescence (SFF) and to BCA II immobilized
on a surface using SPR (Table 15).412 Because of the fast
rate constant of association of133with BCA II, they added
a mass-transport step621 to their reaction model. The estimated
values ofkon andkoff from SPR were similar (difference of
<30%) to those measured by SFF; this good agreement is
likely due to (i) the reduction of the effects of mass transport
by using a high flow rate (100µL min-1) and by immobiliz-
ing the protein to the surface (the ligand has a higher
diffusion coefficient than the protein) and (ii) the inclusion
of a mass-transport term in the kinetic scheme.

12.3.2. Lateral Steric Effects
Lahiri et al. observed that decreasing the fractional thiol

coverage of arylsulfonamide275(relative to a “background”

tri(ethylene glycol) thiol; Figure 10) on a SAM from 0.02
to 0.005 (and, thus, decreasing the maximum amount of BCA
II that could bind on the surface from 35% of a total
monolayer to 15%) increased the value ofkon by a factor of
8, while the value ofkoff remained constant (Table 15).620

To explain the data, they invoked the concept of lateral steric
effects622-627san unfavorable steric repulsion between BCA
II that is bound at the surface and BCA II that is free in
solution (Figure 10C; section 8.4.3). Decreasing the fractional
coverage of arylsulfonamide ligands on the surface should
reduce the possibility of these unfavorable interactions
between bound BCA II molecules and increase the observed
value ofkon to its solution-phase value. Unfortunately, there
are no solution-phase data in the literature for the kinetics
of binding of 275, or the structurally similar ligand276, to
BCA II to which to compare their results.

12.4. Conclusions
SPR is a useful technique for determining what factors

influence the kinetics and thermodynamics of binding that
occurs at surfaces. In general, thermodynamic values (Kd

obs)
obtained by SPR agree with those obtained by solution-phase
measurements. Values for the rate constants, however, can
differ between the two techniques. In order to obtain values
for kon andkoff from SPR that agree with those from solution,
it is necessary to reduce the influences of mass transport
and lateral steric effects. Both of these goals can be achieved
by (i) using a low density of ligands on the surface, (ii)
immobilizing the protein on the surface (rather than im-
mobilizing the ligand), (iii) increasing the flow rate of the
analyte, (iv) using a surface that exposes the target molecules
directly into solution (e.g., at the surface of a SAM) rather
than inside of a gel (e.g., a thick layer of dextran with a low
density of cross-links), and (v) including a mass-transport
step into the kinetic scheme, when necessary.

13. Protein −Ligand Interactions in the Gas Phase

13.1. Overview
Mass spectrometry (MS) has revolutionized the study of

proteins in the gas phase.431-442,628-630 The system of CA
and arylsulfonamides has been the subject of MS studies for
three reasons: (i) CA has a tractable molecular weight; (ii)
complexes between CA and arylsulfonamides are well-
characterized structurally and thermodynamically (see sec-
tions 4 and 10); and (iii) CA is a particularly stable protein
(see section 15). Section 8.3.7 describes the MS techniques
used to study the binding of ligands to CA. This section
discusses the experimental data from these studies. There
are two main types of experiments that use MS, each of
which has a different goal: (i) to determine the relative
abundances of protein-ligand complexes (or ions released
by dissociation of these complexes) in the gas phase, with
the goal of estimating the relative affinities of the ligands
for the protein in solution (section 13.2), and (ii) to determine
the stabilities of protein-ligand complexes in the gas phase,
with the goal of understanding the role of solvation in
protein-ligand binding (section 13.3).

13.2. Using Mass Spectrometry to Estimate
Solution-Phase Affinities

Using MS to estimate the relative affinities of ligands for
CA in solution requires that the relative abundances of the
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different protein-ligand complexes in the gas phase reflect
those of the different complexes in the starting solution pool.
Two factors are necessary to ensure that the relative
abundances in the gas phase and in solution are equal: (i)
ionization and vaporization procedures must generate intact
noncovalent CA-ligand complexes in the gas phase and (ii)
ionization efficiencies of complexes of different ligands with
CA must be similar.

Cheng et al. examined the complexes of BCA II with
p-substituted benzenesulfonamides with alkyl (16-21 and
38-40), fluoroalkyl (22-27 and 45-47), and dipeptidyl
(ligands of structurep-H2NSO2C6H4CONH-AA-NHCH2-
CH2CO2H where AA is an amino acid) tails (Table 10).443

The investigators equilibrated BCA II with the libraries of
ligands and used ESI-FTICR-MS to generate and isolate ions
of the BCA II-ligand complexes. The relative ion intensities
of the different BCA II-ligand complexes in the mass
spectra were related to the relative abundances of the different
BCA II-ligand complexes in the gas phase and suggested
the relative abundances of these complexes in solution,
assuming that the ionization efficiencies of the different
complexes were similar. Resolving the different protein-
ligand complexes in the mass spectra was challenging when
the ligands had similar masses. To address this issue, the
investigators isolated and completely dissociated the desired
protein-ligand complexes (corresponding to the unresolved
peak) using collisional-induced dissociation (CID) with
nitrogen gas molecules.443 The released ligands (in their-1
charge state) could be distinguished by their exact masses
(∆m g 0.025 Da), and the relative ion intensities of the
ligands allowed an estimate of the relative abundances of
the different protein-ligand complexes in solution. The
investigators observed a good correlation between the relative
ion intensities of both the CID-released ligands and the
protein-ligand complexes and values ofKd

obs measured in
solution for the different ligands (Table 10).

Gao et al. expanded this ligand screening effort to
compounds of the formp-H2NSO2C6H4CONH-AA1-
AA2NHCH2CH2CO2H, where AA1 and AA2 were either
L-amino acids (library of 289 ligands) or D-amino acids
(library of 256 ligands).444 Incubating BCA II with the two
libraries and analyzing the BCA II-ligand complexes using
ESI-FTICR-MS, they observed that the relative ion inten-
sities of the CID-released ligands increased with in-
creasing hydrophobicity of the ligands; this observation is
in agreement with the results of a number of solution-phase
studies (see section 10.4). They examined the solution-phase
affinities of seven of the ligands (with a range inKd

obs of
∼30-fold); these values ofKd

obs correlated closely with the
relative ion intensities from the MS studies.

The results of Cheng et al. and Gao et al. suggest that
ESI-FTICR-MS can be used to determine the relative
abundances of different ligands complexed with CA (at least
with BCA II) in solutionand to estimate the relative solution-
phase affinities of the ligands. Dissociating CA-ligand
complexes with CID and analyzing the relative abundances
of the released ligands allows the estimation of relative
affinities of ligands with similar masses (∆m g 0.025 Da)
in a high-throughput manner.

13.3. Using Mass Spectrometry to Understand the
Stability of Protein −Ligand Complexes in the Gas
Phase

The thermodynamics of stability of a protein-ligand
complex in aqueous solution and in the gas phase (where
there is no bulk water)mustbe fundamentally different, since,
by definition, there is no hydrophobic effect in the gas phase
and the energetics of electrostatic interactions are different
between the two phases. Because of the absence of bulk
water, a comparison of complex stabilities in solution and
in the gas phase should reveal the role of water in these
interactions; this approach has been used to understand the
role of solvation in many organic reactions.631-633

Whitesides, Smith, and co-workers used sustained off-
resonance irradiation (SORI) coupled to ESI-FTICR-MS to
study the stability of complexes of HCA II, BCA II, and
apo-BCA II (BCA II lacking the ZnII cofactor; see section
5) with different ligands in the gas phase.445,446 Gas-phase
complex stability was estimated by the intensity of radiation
(E50) required to dissociate half of the CA II-ligand complex
ions to unbound CA II ions;E50 increases with increasing
stability of the complex.

Wu et al. reported values ofE50 for complexes of BCA II
with eight p-substituted benzenesulfonamides with short
peptide tails.445 They did not observe a clear correlation
betweenE50 and the hydrophobicity of the amino acid closest
to the phenyl ring of the ligand, while they did observe such
a correlation for the thermodynamic (Kd

obs) and kinetic
stability (koff) of the BCA II-ligand complexes in solution.445

Instead, they observed a linear correlation betweenE50 and
the polar surface area of the ligands. Their results suggest
that the stability of BCA II-ligand complexes in the gas
phase is dominated by electrostatic interactions.445

Gao et al. studied the binding ofp-H2NSO2C6H4CONH-
Gly-Phe-CO2H to BCA II and apo-BCA II.446 While the
ligand did bind toapo-BCA II (whenapo-BCA II was treated
with an excess of the ligand), the value ofE50 for this
complex was much lower (by 0.4( 0.1 V) than that for the
BCA II-ligand complex. This result suggests that the ZnII

cofactor is bound to BCA II in the gas phase and contributes
to the gas-phase stability of BCA II-ligand complexes. Gao
et al. also examined the gas-phase stabilities of complexes
of HCA II with o-nitrobenzenesulfonamide (o-NBS) and with
p-nitrobenzenesulfonamide (3); they observed that the HCA
II-3 complex was significantly more stable (∆E50 ) 0.8 (
0.1 V) than the HCA II-o-NBS complex.446 This observation
is in agreement with the results of solution-phase studies of
these ligands389 and with the general principle thato-sub-
stituted benzenesulfonamides have lower affinities for HCA
II than their p-substituted analogues (a fact that has been
rationalized by invoking steric repulsion between theortho-
position on the phenyl ring and the active site of HCA II;
see section 10.4.2). Their results suggest that the steric
environment in the binding pocket of HCA II is, at least to
some extent, retained in the gas phase.

13.4. Conclusions
Mass spectrometry seems effective for screening CA-

ligand interactions (and determining relative affinities) when
care is taken to ensure that the relative abundances of
different CA-ligand complex ions in the gas phase reflect
those of the complexes in the starting solution pool.443,444

Thus, MS could be useful in estimating, or at least rank
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ordering, the relative solution-phase affinities (values of
Kd

obs) of ligands for proteins in general in a high-throughput
manner.431,432

While the structure of CA seems to be, at least, partially
retained in the gas phase, the important thermodynamic
forces for the stability of CA-ligand complexes seem to be
very different in the gas phase than in solution. In gas-phase
stability, electrostatic interactions (e.g., hydrogen bonding,
van der Waals forces, etc.) between CA and ligand appear
to be dominant, while in solution, the hydrophobic effect
can make a very large contribution to stability; this result is
consistent with reports for other protein-ligand sys-
tems.433,434,628,629Thus, the results from the system of CA
and arylsulfonamides serve to underscore the need for caution
when attempting to extrapolate from stabilities in the gas
phase to those in solution.

IV. Using CA as a Model Protein for Biophysical
Studies

Our current understanding of the noncovalent interactions
that determine the structure and properties of proteins is far
from complete. We are able to list these interactionss
electrostatic, hydrophobic, van der Waals, and hydrogen
bondingsunder labels that are perhaps artificially separated,
but we are unable to assign qualitatively and quantitatively
the importance of these interactions in protein folding,
stability, aggregation, and ligand binding (see section 10).
The following two sections describe the use of CA as a model
protein in biophysical studies aimed at probing noncovalent
interactions in proteins. Section 14 summarizes a series of
studies, conducted mainly on CA, that examine the role of
charge and electrostatic interactions in proteins using capil-
lary electrophoresis (CE) and protein charge ladderss
chemically modified derivatives of a protein. Section 15
reviews the body of work on folding of CA, its stability to
various denaturants, and aggregation.

CA is a particularly suitable model for biophysical studies
because its structure is well-defined and easily probed. It is
particularly (and exceptionally) stable. Its folding pathway
explicitly possesses features that are believed to be general
features of protein foldingshydrophobic collapse and a
molten-globule intermediate. The absence of intramolecular
disulfide bonds in the native protein allows the study of
aggregation without additional complications from intermo-
lecular disulfide formation. A multitude of ligand binding
and catalytic assays can serve as probes for the correctly
folded active site (see section 8). The following sections
describe in greater detail the features of CA that make it an
attractive candidate for biophysical studies. They also present
the results that are peculiar to CA.

14. Protein Charge Ladders as a Tool to Probe
Electrostatic Interactions in Proteins

One of the general characteristics of a protein is the
presence of multiple charged groups on its surface, in its
active site, and in its interior. Our current understanding of
the interactions between these groups and their effect on the
stability and functionality of a protein is incomplete.397 Since
the charge of a molecule is directly related to its electro-
phoretic mobilitysa property easily measured by capillary
electrophoresis (CE)395sCE is an excellent tool for probing
the effects arising from electrostatic charges on a protein.

Whitesides and co-workers developed the idea of “protein
charge ladders” to probe the effects and interactions of
charged residues on thesurfaceof a protein.397 In conjunction
with CE and affinity capillary electrophoresis (ACE, see
section 8.4.2), charge ladders are able to provide quantitative
information on these electrostatic effects. Protein charge
ladders and ACE were developed using CA as the model
protein. A recent review on protein charge ladders sum-
marizes the work done on this subject in detail,397 while the
section below provides a brief overview of the studies
conducted with CA.

14.1. Protein Charge Ladders
A protein charge ladder is a collection of derivatives of a

protein that vary in the number of charged groups on their
surface but share similar values of hydrodynamic drag.634 A
charge ladder is most commonly formed by acetylating the
ε-NH2 groups of Lys residues (which exist asε-NH3

+ at
physiological pH), thereby removing approximately one
positive charge with each acetylation (Figure 29A). (The
N-terminal R-NH2 group may also be modified, but the
N-terminus of native, blood CA is acetylated post-transla-
tionally in vivo.) It is also possible to construct a charge
ladder by modifying other charged groups (e.g., Glu, Asp,
Arg) on a protein.397,635

CE separates the members of a charge ladder into distinct
peaks, or rungs, based on charge (Figure 29B) provided that
the electrophoretic mobilities of the rungs are sufficiently
different. The combination of protein charge ladders and
CE provides a set of internally consistent data useful for
quantifying certain electrostatic properties of proteins. These
properties include (i) net charge of proteins,634 (ii) electro-
static contribution to binding of ligands to proteins,396 (iii)
electrostatic contribution to protein folding,636 (iv) effects
of charge on ion binding,637 and (v) effects of charge in
ultrafiltration systems.638 In addition, protein charge ladders
assist in understanding the characteristics of the networks
of charges present in macromolecules as well as related
phenomena (e.g., charge compensation).639,640

CA II (bovine or human) has been a model system in the
development and evaluation of the properties of protein
charge ladders because (i) it is negatively charged in standard
electrophoresis buffers (e.g., tris-Gly, pH 8.4) and does not
substantially adsorb to the walls of a fused silica capillary;
(ii) it is stable (Tm ) 65 °C); (iii) a change of a unit of charge
on the enzyme produces a change in the value of electro-
phoretic mobility that is sufficient to be easily resolved by
CE; and (iv) its binding pocket is not significantly altered
upon acetylation of Lys residues, thus allowing studies of
the effects of charge on ligand binding. Below we review
some of the interesting resultssboth CA-specific and general
proof-of-principlesobtained using CA as the model protein
for studies using protein charge ladders.

14.2. Determination of Net Charge ( Zo), Change in
Charge ( ∆Z) Upon Acetylation, and
Hydrodynamic Radius of a Protein

The net charge of a protein is a fundamental physical
parameter whose significance for structure or function
(especially in vivo) is not well-understood.641-643 Estimating
the value of net charge of a protein from standard values of
pKa of ionizable residues does not give accurate numbers;
the values of pKa depend strongly on the specific location
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of the residue, the net charge of the protein, and the medium
for “standard” values to be useful.397 Experimentally, the
charge of a protein has been difficult to determine.397,644

A simple experiment that consists of generating a protein
charge ladder and analyzing it by CE provides a good
estimate of the value of charge of the native protein under
the conditions of the experiment.635,645,646When the mobility
of each rung is plotted against the change in charge (n∆Z)
due to acetylation (wheren is the number of acetylated
groups and∆Z is the change in charge of a Lys residue on

acetylation), a linear relationship is observed for the first
five or six rungs. The intercept of the linear regression line
through those points with the abscissa gives an estimate of
the value of charge (Zo) of the native protein (Figure 29C).

In order to get an absolute value ofZo, it is, however,
necessary to know the value of∆Z. At pH 8.4, the Lys
ε-NH3

+ residues (pKa ) 10.2) are fully (>99%) protonated.
Upon acetylation, one positive charge is formally removed
from the amino group (-NH3

+ f -NHCOCH3). The
situation is, however, complicated by the fact that a protein
contains a network of charges that “communicate” with each
other electrostatically; this network is capable of responding
to a change in charge of one of its groups with subtle changes
in the charge state of other groups (especially HisH+) in a
way that partially compensates for this change, a process
called “charge regulation”.637,640As a result, the value of|∆Z|
upon acetylation is<1. Compensation of charge may occur
by at least four mechanisms: (i) changes in the local proton
concentration near the surface of a protein (i.e., the effective
local value of pH decreases in response to removal of a
positive charge), (ii) perturbation of ionization constants of
other residues (i.e., the pKa value of a neighboring ionizable
residue increases in response to removal of a positive charge
for a Lys group), (iii) altered affinity toward buffer ions that
would differentially screen the increasing charge, or (iv)
changes in the conformation of the protein that alter the
values of pKa of charged groups. The first two of these
mechanisms are mathematically equivalent and can be
represented by adapting the model of Linderstrøm-Lang for
cooperative proton binding647 to the current system.637 Gitlin
et al.640 estimated∆Z ) 0.93( 0.02 for BCA II in tris-Gly
buffer (25 mM tris, 192 mM Gly), pH 8.4 at 25°C; the value
is in close agreement to that estimated by Menon and
Zydney.637 In general, the value of∆Z is determined by the
protein and its three-dimensional structure and by its
environment. A related, but more detailed, study on charge
regulation conducted on lysozyme648sa protein that is better
suited for this study than CA because its ionization constants
are better characterized experimentally than those of CA649s
has confirmed that|∆Z| is ∼0.9 when the buffer pH is 8.4.
With the approximation of∆Z ) -0.93 upon acetylation,
the charge (Zo) for BCA II is -3.2 in tris-Gly buffer, pH
8.4.640 (Some of the early work on charge ladders used the
value of ∆Z ) -1 in estimating charge and other param-
eters.)

The plot of mobility versus the number of modified
residues can also be fit to the model of Henry for the
electrophoretic mobility for colloids650 in order to determine
the hydrodynamic radius of a protein.645 The values of
hydrodynamic radius, determined by this method, are 2.6
nm for BCA II and 2.7 nm for HCA II. The investigators
used the value of∆Z ) -1 in this analysis; the analysis,
however, remains fundamentally the same if a different value
of ∆Z is used. Being able to predict hydrodynamic properties
of proteins may prove important in the design of new
techniques for the separation of proteins.

14.3. Probing Long-Range Electrostatic
Contributions to the Binding of Charged
Sulfonamides Using Charge Ladders and ACE

ACE of a protein charge ladder can determine simulta-
neously the affinities of the protein derivatives comprising
each rung of the ladder for a common ligand.396 Plotting the
free energies of binding of a protein to a ligand as a function

Figure 29. (A) Diagram summarizing the formation of a protein
charge ladder. A protein contains multiple ionizable residues (only
Lys, Asp or Glu, and His shown here), the charge state of which
depends on the value of pH of the solution and the pKa of the
residue. Acetic anhydride reacts with theR-NH3

+ groups of lysine
residue. The resulting mixture contains protein derivatives with
different numbers and positions of acetylated lysine residues.(B)
CE electropherogram showing the separation of the rungs of the
charge ladder of BCA II, plotted on mobility (µ) scale. The peak
labeled NM corresponds to the electrically neutral molecule (p-
methoxybenzylalcohol) used to monitor electroosmotic flow. Native
BCA II (CA(NH3

+)18) and the last rung of the ladder (CA-
(NHCOCH3)18) are also labeled on the plot. The separation was
done in tris-Gly, pH 8.4 buffer in a capillary measuring 47 cm in
total length and 40 cm to the detector. (C) Plot of mobility (µ) of
each rung versus the number of modified residues. Twox-axes are
shown with calibration of∆Z ) -1 and ∆Z ) -0.93. Linear
regression line through the first six points provides the charge on
the native protein at the intersection with the abscissa. The charge
Zo of the native BCA II is estimated to be-3.4 if ∆Z ) -1 and
-3.2 if ∆Z ) -0.93. Modified with permission from ref 640.
Copyright 2003 American Chemical Society.
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of the chargeZn (whereZn ) Zo + n∆Z) of each rung of the
ladder allows the study the effects of charge of the protein
on binding and the estimation of electrostatics to the free
energy of binding. Experiments conducted using the charge
ladder of BCA II and three types of ligandsspositively
charged, neutral, and negatively charged (Figure 30)s
demonstrated this technique.396 The affinity of the rungs of
the charge ladder toward an electrically neutral ligand was
essentially insensitive to the charge of the BCA II derivative.
In the case of charged ligands, however, the free energy of
binding (∆G°b) varied linearly with the charge of the
protein derivative: ∆G°b decreased (became more favor-
able) with increasing negative charge on BCA II (∆∆
G°b/∆Z ) +0.08 kcal mol-1) for a positively charged
ligand, and∆G°b increased (became less favorable) with
increasing negative charge on BCA II for a negatively
charged ligand (∆∆G°b/∆Z ) -0.14 kcal mol-1), with ∆Z
) -0.93.651 The observation of invariable affinity of the
rungs of the charge ladder for a neutral sulfonamide and
additional studies by CD652 implied that the active-site
structure of BCA II was not disrupted by acetylation of the
Lys residues. The dependence of the free energy of binding
of charged sulfonamides on the net charge of BCA II thus
demonstrates that long-range electrostatic interactions, arising
from charged residues outside of the active site, can influence
the affinity of ligands for proteins. Although the values of
∆∆G°b/∆Z are small (,kT ≈ 0.6 kcal mol-1), they can be
detected and accurately measured because of the large
number of derivatives studied simultaneously. Similar trends
hold for the affinities of charged and neutral sulfonamides
for HCA II charge ladders as well.653

Caravella et al. performed continuum electrostatic calcula-
tions to examine the contributions of individual Lys residues
to the binding of sulfonamide ligands and to test whether
the simulations can reproduce the results from the experi-
ments with charge ladders.653 The simulations showed that
many patterns of acetylations are compatible with the average
(since each rung is a collection of regioisomers) affinities
measured for each rung. The work also showed that the
electrostatic free energy of binding of sulfonamides to CA
(at least HCA II) consists of two contributions of similar
magnitude. The first contribution is the direct Coulombic
interaction between the charged or polar groups of the protein
and the charged or polar groups in the binding pocket (either
sulfonamide or hydroxide ion). The second contribution
arises from the change in the shape of the regions of low
and high dielectric constants that occurs when the ligand
binds and water is displaced from the binding site. Most
continuum electrostatic calculations account only for the
direct Coulombic interaction; variable shape of the dielectric
cavity can, however, also be energetically significant.653

14.4. Charge Ladders in the Gas Phase: Mass
Spectrometry

An interesting but difficult-to-interpret complement to the
work on CA charge ladders in solution is the study of charge
ladders of CA in the gas phase.654 The origin of the
distribution of charge states of proteins studied by ESI-MS
is largely unknown and is the subject of two limiting
hypotheses based on a correlation between (i) the net charge
of the native protein in solution and the most abundant charge
states formed on ionization655 or (ii) the number of basic
residues (e.g., Lys, His, Arg) in the protein and the state
with the largest net charge produced by ESI.656Protein charge
ladders formed in solution and separated by CE provide an
excellent system with which to test these two hypotheses,
because the number of unmodified Lys residues, and thus
the net charge of species making up the rungs, change
systematically, while the conformations of the proteins in
solution apparently remain the same. Charge ladders of BCA
II, along with those of hen eggwhite lysozyme and bovine
pancreatic trypsin inhibitor, were used to test these hypoth-
eses.654 The results indicated that neither the total charge nor
the number of available amino groups correlated well with
the distribution of ions generated by ESI. Instead, the results
suggest a correlation between the molecular surface area of
the native protein and the highest charge states produceds
that is, greater molecular surface areas resulted in higher
charge states. Thus, the distribution of charge states probably
depends on structural factors such as the distances between
the charged groups on the surface of a protein and the
magnitude of the Coulombic interactions of these charged
groups in the gas phase.654 Understanding thestructureof
proteins in the gas phase is an effort that is still early in its
development (see section 13.3). Progress in it will, we
believe, require tools such as the charge ladder of CA.

14.5. Protein Hydrophobic Ladders and
Interactions with Sodium Dodecyl Sulfate

Protein hydrophobic ladders (Figure 31A) are generated
by acylating Lys residues using hydrophobic acyl groups
(e.g., benzoyl and hexanoyl).657 Hydrophobic charge ladders
allow the hydrophobicity of thesurfaceof the protein to be
changed systematically. Each rung of the ladder contains the

Figure 30. (A) Diagram illustrating the long-ranged electrostatic
interactions of charged ligand with charges on the surface of the
protein upon binding.(B) Dependence of the free energy of binding
of negative, neutral, and positive ligands on the charge of a rung
of a charge ladder of BCA II. Electrostatic contribution to the free
energy of ligand binding is found to be 0 for a neutral ligand, 0.08
kcal mol-1 per unit charge for a positively charged ligand, and
-0.14 kcal mol-1 for a negatively charged ligand with∆Z ) -0.93.
Modified with permission from ref 396. Copyright 1996 American
Association for the Advancement of Science; www.sciencemag.org.
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derivatives of the protein with the same number of modified
charges and the same number of hydrophobic groups added
to its surface. The charge ladder in these experiments is a
device for counting: the rung indicates the number of
hydrophobic groups added, rather than (primarily) the change
in charge. The additional hydrophobicity, added by the
modifications, can be quantified by the change in hydro-
phobicity parameter, logP.586,657,658These ladders can be used
to separate the effects of hydrophobicity and charge on
denaturation and folding, transport, precipitation, and two-
phase partitioning of proteins.

In a recent study, Gudiksen et al. used two ladders of BCA
IIsacetyl and hexanoylsto study the effects of charge and
hydrophobicity on the kinetics of denaturation of proteins
with the surfactant sodium dodecyl sulfate (SDS).657 By
comparing the rates of denaturation of the rungs within each
charge ladder and between the two charge ladders, the
investigators could separate the effects of net charge and
hydrophobicity on the interaction of BCA II with SDS. The
investigators measured the rates of denaturation by monitor-
ing the decreasing peak areas of each rung by CE (the SDS-
denatured protein peak did not overlap with any rungs of
the ladder). Figure 31B shows that the variation of the

logarithm of the rate constants for denaturation (proportional
to the activation energy for denaturation,∆Gq) vs the number
of acylations resulted in a U-shaped plot. Interestingly, the
native BCA II was not the most stable protein in these series
of derivatives. In both ladders, the intermediate rungs were
the most kinetically stable to SDS. The rungs of the hexanoyl
ladder denatured faster than the corresponding rungs of the
acetyl ladder by factors of∼101-103. The investigators
developed a model that allowed them to quantify the
electrostatic and hydrophobic components of the difference
in activation energy,∆∆Gq, between thenth rung and the
native protein. The model accounted for four competing
interactions that influence the stability of a rung to dena-
turation with SDS: (i) intramolecular electrostatic interaction,
destabilizing with each acylation as the net negative charge
on the protein increased; (ii) intermolecular electrostatic
interaction, stabilizing with each acylation as the repulsion
between the negatively charged protein and negatively
charged SDS increased; (iii) intramolecular hydrophobic
interaction, destabilizing with each acylation, as the hydro-
phobic surface area that is exposed to solvent increased; and
(iv) intermolecular hydrophobic interaction, destabilizing
with each acylation, as the interaction between the additional
hydrophobic groups on the protein and the hydrophobic tail
of SDS increased. The model indicated that, for the acetyl
ladder, the electrostatic contributions to∆∆Gq were much
larger than the hydrophobic contributions, while for the latter
rungs of the hexanoyl ladder, the hydrophobic and electro-
static components were similar in magnitude. The study was
one of the few to separate the effects of charge and
hydrophobicity in interactions of proteins and surfactants.
BCA II was an excellent model for this study because (i)
both acetyl and hexanoyl ladders could be generated in full
and resolved by CE, (ii) all acylated derivatives remained
stable at room temperature in the absence of the denaturant,
and (iii) the rates of denaturation were sufficiently slow that
they could be measured by CE.

14.6. Perfunctionalized Proteins
The charge-modified derivatives of proteins clearly exhibit

different behavior than the unmodified proteins in terms of
stability to denaturants and affinity for ligands. To be able
to explore further the effects of surface and charge modifica-
tions, a procedure for the perfunctionalization of proteins is
necessary. The ability to make just a single derivative of a
protein, instead of a multitude of derivatives in a charge
ladder, would allow the use of analytical methods other than
CE to study the properties of these derivatives.

Yang et al. reported conditions to perfunctionalize the
amino groups of three proteins (ubiquitin, lysozyme, and
BCA II) with five different modifying agents (acetate,
triethylene glycol carboxylate, benzoate, glutarate, and
fluoropropionate).659 Denaturing the protein prior to the
reaction reduced the amount of reagent required for per-
functionalization, presumably because denaturation rendered
all amino groups accessible to the reagents. It is, however,
possible to perfunctionalize proteins in a folded state, if the
groups of interest are solvent-accessible.

Whitesides and co-workers explored the effects of surface
charges on the properties of BCA II by comparing it to its
peracetylated derivative.652,660 Peracetylated BCA II is a
highly charged derivative of BCA II and is more negatively
charged than native BCA II by∼16 units of charge
(peracetylated BCA II has a net charge of approximately-19

Figure 31. (A) Electropherograms of hydrophobic charge ladders
of BCA II. The figure shows the increase in hydrophobicity
parameter (logP) for reactions from-NH3

+ to respective-NH-
Acyl group. The dashed vertical lines mark the number of
modifications and indicate that the mobilities of the early rungs of
all ladders are indistinguishable, but the mobilities of the late
rungs vary between the ladders, possibly due to the effects of in-
creasing drag. Dimethylformamide (DMF) is used as an electrically
neutral molecule to monitor the electroosmotic flow.(B) Rate
constants and activation energies, calculated from transition-state
theory, for denaturation of acetyl (CH3CO-BCA, (9)) and hexanoyl
(CH3(CH2)4CO-BCA, (O)) ladders of BCA II. The lines show the
fit of the model, qualitatively described in the text. Adapted with
permission from ref 657. Copyright 2006 The Biophysical Society.
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based on Debye-Hückel calculation).652 Interestingly, per-
acetylated BCA II is stable at room temperature, can bind
inhibitors, and possesses similar esterase activity to native
BCA II.652 It is, however, less stable to urea, guanidinium
chloride, and heat than BCA II, but more kinetically stable
to SDS,660 emphasizing the importance of electrostatic
interactions in the stability of proteins. Gudiksen et al.
utilized peracetylated BCA II in a study of the effects of
surface charge on the ability of BCA II to fold into an active
conformation; these results are discussed in section 15.3.4.652

14.7. Conclusions
CA II (bovine or human) has been the workhorse in the

development of protein charge ladders. The absence of
interactions of CA II with the capillary walls made the CE-
based analysis of charge ladders of BCA II and HCA II
particularly straightforward. The availability of multiple
ligands (charged and uncharged) allowed for studies on the
effects of net charge on the binding of ligands. These studies
have raised, but not yet entirely settled, a number of issues
in the understanding of electrostatic interactions in proteins.
One observation is the presence of cooperative behavior in
the ionization of residues upon acetylation.640,648Another is
the ability to modulate the binding affinities of charged

ligands by long-range electrostatic interactions, rather than
by local modifications in the binding site.396,653In addition,
protein charge ladders provide a method to determine the
net charge and hydrodynamic radius of proteins in one
experiment;645 these properties may prove to be useful in
predicting conditions a priori for the separation of proteins.

15. CA as a Model Protein for Studying the
Denaturation and Renaturation of Proteins

15.1. Overview
Detailed studies of denaturation and folding of CA (HCA

I, HCA II, and BCA II) have helped to understand its folding
pathway, the relation between its structure and stability, and
the general subject of protein folding (Figure 32). CA exhibits
features typical of the folding of many proteins:661-673

(1) Denatured CA has residual structure, even at high
concentrations of denaturants, that may template and direct
the folding process.672,674-679

(2) CA forms a stable molten-globule intermediate in the
folding pathway.665,678

(3) Proline isomerization is the rate-limiting step in the
folding of CA.667,680-684

Figure 32. (A) Schematic of the pathway for the refolding of HCA II that has been denatured with GuHCl. (B) Three-dimensional
representations of each intermediate in the refolding pathway outlined in (A). Unfolded sections of the enzyme are depicted as transparent
ribbon structures superimposed on the already folded (colored) ribbon structures. The colors for each folded intermediate correspond to the
colors used in part (C). (C) A two-dimensional representation of HCA I. The tenâ-strands comprising the centralâ-sheet structure are
numbered from left to right. Trp residues are displayed as diamonds. Darkly colored residues have been probed directly (see text) either by
solvent accessibility, fluorescence quenching, or NMR. Lightly colored residues have not been probed directly, but their properties are
inferred from neighboring residues. Red-colored residues retain structure at 8 M GuHCl. The brown residues are the His residues that
chelate the ZnII cofactor. The blue residues have structure in the molten-globule intermediate but are denatured at concentrations of GuHCl
greater than 1.5 M. The green residues are required to have their native conformation before enzymatic activity is observed but are denatured
in the molten-globule intermediate. The N-terminus is colored magenta; it folds after enzymatic activity is regained in the folding pathway.
Adapted with permission from ref 693. Copyright 2003 American Chemical Society.
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(4) After denaturation with urea, guanidinium hydrochlo-
ride (GuHCl), heat, or SDS, CA renatures spontaneously after
removal of the denaturant. The primary sequence thus
contains all of the information needed for folding, and
chaperones or post-translational modifications are notre-
quired for correct folding.673,685

(5) CA interacts with chaperonins and, thus, provides a
model system for studying the differences between assisted
and unassisted folding.686-691

(6) BCA II has no cysteines and cannot form disulfide
bonds. Disulfide bonds can complicate the analysis of protein
folding and contribute to aggregation.692

CA has three uncommon structural characteristics that are
relevant to folding:

(1) A 10-strandedâ-sheet spans the entire width of the
protein (Figure 32C693). The details of folding pathways and
intermediates for proteins composed predominantly ofâ-sheets
have surfaced only in the last two decades, and CA (HCA
II) has played a central role in these studies.661

(2) CA has a very unusual C-terminal knotsthat is, if CA
were to be held at both ends and the ends were pulled, a
knot would appear close to the C-terminus (Figure 2).152,694

Protein knots of this sort are known to occur in only four
other proteins.695,696

(3) CA has a strongly bound zinc ion, and the zinc-binding
site could, in principle, nucleate or template folding.

Early work on denaturing different isoforms of CA
demonstrated that HCA I is more stable than HCA II and
that unfolding for all three isoforms (HCA I, HCA II, and
BCA II) proceeds via intermediates in solutions of guani-
dinium chloride (GuHCl). In 1982, Henkens et al. identified
and characterized a stable, partially folded intermediate,678

later identified as an inactive molten globule with native-
like compactness, but with fluctuating tertiary structure.665

Multiple kinetic intermediates have been identified in the
folding pathway of CA from GuHCl, with time scales of
formation ranging from 2 ms to∼10 min. CA has since
become a “classic protein”sthat is, a modelsfor studies of
denaturation by various denaturants and of folding of these
denatured states. At this time, many of the intricate details
of its denaturation by and folding pathway from guanidine
chloride (GuHCl) and urea have been carefully elucidated,662

while the details of unfolding and folding in the presence of
other common denaturants (e.g., pH, heat, and sodium
dodecyl sulfate) remain less clear. We first summarize the
work on denaturation and folding of CA from GuHCl (Figure
32 parts A and B), then review the behavior of CA in other
denaturants, and conclude with lessons on protein aggregation
and its prevention, learned from the work with CA.

15.2. Pathway for Refolding of CA after
Denaturation by Guanidine

15.2.1. Seeds for Protein Folding

The Levinthal paradox states that, if a protein randomly
searches all possible conformations, it would not be able to
fold properly within the age of the universe.697,698To reduce
the number of structures searched by the protein, Levinthal
reasoned that one or more nucleation sites must exist that
direct the folding and limit the number of structures sampled.
Anfinsen, in his Nobel Prize acceptance speech, stated, “it
seems reasonable to suggest that portions of a protein chain
that can serve as nucleation sites for folding will be those

that can flicker in and out of the conformation that they
occupy in the final protein.”699

The nucleation sites, now often called “seeds”, to which
Anfinsen referred, may initiate folding by exchanging
between random coil and ordered states. Seeds have been
identified experimentally in many proteins.664,679,700 Not
surprisingly, seeds typically comprise hydrophobic amino
acids and retain their clustered state in the native protein.
Seeds can stabilize long-range interactions that restrict the
conformational space accessible to the protein, essentially
decreasing the entropy of the unfolded state.679 Experiments
with CA support the theory of seeds in protein folding and
validate CA as a model for studying the influence of
perturbations in the nucleation site on folding (Figure 32 parts
A and B).

To confirm the presence of a seed in the denatured state
of HCA II, Henkens and Oleksiak mutated Trp97 to Arg
and denatured this mutant in 6.2 M GuHCl. They observed
that the NMR resonances of five different His residues
(presumably His94, 96, 107, 119, and 122) of the Trp97Arg
mutant were shifted from those of denatured wild-type HCA
II protein.677 The fact that a single mutation affects the
conformation of multiple amino acid residues in an unfolded
protein implies that residual structure is present in this region
of the chainsthe centralâ-strands.

In order to explore the structural features of denatured and
intermediate states in folding, Carlsson et al. used site-
directed mutagenesis to introduce labels into HCA II.701 They
made a Cys206Ser mutant of HCA II to remove the only
native thiol group and introduced Cys residues into the
hydrophobic core of HCA II by additional mutagenesis. By
attaching spectroscopic probes (spin-labels or fluorescent
labels) to these engineered Cys residues, or by measuring
their chemical reactivity, Carlsson and co-workers studied
solvent accessibility and local structure. Their work showed
that many of the centralâ-strands (specificallyâ-strands 3
and 4) in the HCA II structure remained folded as the
concentration of GuHCl was increased even up to the
solubility limit of GuHCl (∼6 M).672,676

The earliest event in the folding of CA involves the
contraction of the hydrophobic core,â-strands 3-5 (Figure
32); this step can be followed by tryptophan (Trp) fluores-
cence. Trp fluorescence provides another sensitive probe of
tertiary structure (section 8.3.1).702 CA has six highly
conserved Trp residues, and HCA II and BCA II have one
additional Trp residue (Table 2). When HCA II that has been
denatured with 6 M GuHCl is renatured by rapid dilution,
its Trp fluorescence (believed to originate primarily from
Trp97 inâ-strand 4) increases rapidly in a burst lasting<2
ms and then plateaus at the fluorescence of the native
protein.702 Jonasson et al. believe that a hydrophobic collapse
of the nonpolar residues surrounding Trp97, as the protein
refolds, caused the observed increase in fluorescence. The
rapid increase in fluorescence to a plateau does not require
formation of a rigid hydrophobic structure but rather requires
exclusion of water from near the centerâ-strands.675 The
excluded water is a common feature of folding intermediates,
especially of the molten globule.670 We discuss the details
of the molten-globule intermediate in section 15.2.3.

These experiments suggest that the region of CA seeding
the folding pathway is a cluster of hydrophobic amino acids
located on theâ-strands 3-5. This hydrophobic core of the
protein adopts a native-like antiparallelâ-sheet structure very
rapidly and directs the rest of the folding pathway.
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15.2.2. Metal Cofactor

An interesting question that can be addressed using CA
is that of the role of metal cofactors in folding of proteins.
The ZnII ion in CA is coordinated to three His residues in
â-strands 3 and 4 in the hydrophobic core of the protein
(Figure 32; see section 4.6). The ZnII ion influences the
kinetics of folding after denaturation with GuHCl, although
it does not affect the final conformational state of the folded
protein.678,685,703Yazgan and Henkens showed that folding
is rapid (<10 min) in the presence of ZnII; in its absence, or
if it is added after the hydrophobic core has formed in the
refolding process, folding required approximately twice as
long to complete.685 Renaturation through a long-lived
intermediate (a molten globule; see section 15.2.3) occurred
in both the presence and absence of ZnII.685 In addition to
promoting folding to an intermediate state, the metal cofactor
facilitates folding to the native enzyme.678,704

Cobalt can replace ZnII in the active site of CA without
major structural changes or significant loss of activity (see
section 5). CoII can be observed directly by absorption (at
550 nm) or indirectly by fluorescence (it quenches the
fluorescence of Trp residues of CA)702 and, thus, can convey
information on conformational changes occurring near the
binding site of the metal ion during refolding (see section
8.3).

The absorption spectrum of the CoII ion shows when the
protein coordinates it during refolding. At concentrations of
GuHCl greater than 1.5 M, Carlsson and co-workers could
not observe absorbance by CoII; this observation suggests
that the compact metal-binding site is lost.704,705 Upon
denaturing with GuHCl, the ZnII ion may either remain
loosely coordinated to the unfolded enzymespossibly by
remaining chelated to His 93 and 95sor bind the unfolded
polypeptide during the early stages of protein folding.
Gudiksen et al. have shown that denaturation of BCA II with
sodium dodecyl sulfate (SDS) and subsequent renaturation
in ZnII-free buffer yieldsapo-BCA II.706 This result suggests
that ZnII is not bound to the denatured protein with high
affinity and is not necessary for successful renaturation.

It is, however, possible to induce refolding of the molten-
globule form of the apoenzyme simply by adding ZnII. At
1.2 M GuHCl, Andersson et al. observed the apoenzyme in
its molten-globule state, but upon addition of an equimolar
(8.5µM) amount of ZnSO4, the protein rapidly folded to its
native state.704 Metal (ZnII or CoII) cofactor-induced refolding
took place in three steps:

(1) The metal ion bound to the molten globule. If ZnII

was added during the early stages of refolding the denatured
CoII-BCA II, most of the protein refolded into a CoII-BCA
II formsthat is, ZnII did not replace the CoII ion.

(2) The protein region surrounding the metal ion com-
pacted, as measured by Trp quenching or visible absorption
by CoII. The absorption spectrum of the refolded protein was
identical with that of the native protein; this observation
demonstrates that CoII has been bound tetrahedrally (as it is
in the native structure).707

(3) A functioning active center formed, as measured by
enzyme activity. Although the high-affinity metal-binding
site formed within 10 s of initiating folding, theactiVe
enzyme formed with a half-time of 9 min.

When ZnII was used instead of CoII during refolding,
Andersson et al. observed similar rate constants for folding
for the ZnII-containing BCA II and the CoII-containing BCA
II. Zinc does not, however, have an observable absorbance,

nor does it quench tryptophan fluorescence. Therefore, the
investigators could not measure binding of ZnII directly; they
could measure only the rate at which the activity returned.704

The ZnII ion also affects the stability of the folded protein.
The transition from the intermediate state to the unfolded
state occurs at higher concentrations of GuHCl for the
holoenzyme than for the apoenzyme; the holoenzyme is, thus,
substantially more thermodynamically stable to denaturation
than the apoenzyme.704 A curve of circular dichroism (CD;
see section 8.3.6) ellipticity versus concentration of GuHCl
can be analyzed to determine the concentration at which half
of the enzyme is denatured (Cm). For the holoenzyme,Cm is
∼1.7 M GuHCl; for the apoenzyme,Cm is ∼1.0 M GuHCl.704

The relative stability of the enzyme toward unfolding
has been reported by Henkens et al. to be as follows:
ZnII-BCA > CoII-BCA > apoenzyme.678 This stability is
apparent in both stages of unfoldingsunfolding from the
native state to the intermediate and from the intermediate to
the fully denatured state.

Sulfonamide ligands, bound to the metal cofactor in the
active site of the enzyme, can further stabilize the en-
zyme against denaturation.708 Almstedt et al. noticed an
increase in theCm for the unfolding of HCA II from its native
state to the intermediate state in the presence of 10µM
acetazolamide (KI ) 7.5 nM); unfolding appeared to become
a two-state process with a combinedCm of 1.42 M GuHCl
for the unfolding from the native to the unfolded state
(without acetazolamide,Cm ) 1.05 M GuHCl for the
unfolding from the native state to the intermediate and∼1.6
M GuHCl for the unfolding from the intermediate to the fully
denatured state).

15.2.3. Molten Globule

Molten globules are common intermediate states in the
protein folding process, both as stable equilibrium intermedi-
ates and as transient kinetic intermediates during the refolding
process.709,671 Ohgushi and Wada coined the term “molten
globule” in 1983.709 “Molten” refers to structural fluctuations,
particularly by side chains; “globule” denotes the native-
like structural compactness. The molten-globule state is
characterized by four key features: (i) little or no tertiary
structure, (ii) significant secondary structure, (iii) significantly
more hydrophobic surface exposed to water than for the
native state, and (iv) compactness (i.e., size) closer to the
native state than to the unfolded state.710 We discuss only
aspects of the molten-globule intermediates relevant to the
use of CA as a model protein for studies of folding. The
importance of the molten globule in protein folding has been
examined extensively elsewhere.710(and references therein),711-715

BCA II forms a molten globule during refolding both in
equilibrium denaturation678 and transiently during refolding
(Figure 32 parts A and B).665 Henkens et al. and Dolgikh et
al. observed a stable intermediate with all of the character-
istics of a molten globule between concentrations of GuHCl
of 1 and 2 M.665,678 Jagannadham and Balasubramanian
identified a similar intermediate in refolding experiments with
both HCA I and HCA II.716 All four of the characteristics of
a molten globule were observed in the refolding of CA.

15.2.3.1. Lack of Tertiary Structure. The simplest
measure of tertiary structuresenzyme activitysshows that
the molten globule has no activity and, therefore, does not
have native structure at the active site.665 Further evidence
of the lack of tertiary structure comes from studies of
absorbance and fluorescence of Trp residues. The lack of
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absorbance at 292 nm for HCA II found by Mårtensson et
al., and by Yazgan and Henkens, demonstrates that Trp
residues are buried in the molten-globule structure.676,685

Henkens et al. found that the fluorescence depolarization for
BCA was low in both the native and molten-globule states,
a result that suggests that the Trp residues were relatively
immobilized in both states.678 Furthermore, the emission
waVelengthof the molten-globule state was red-shifted (by
3 nm) as compared to the native state; this result reveals
that Trp residues in the molten-globule state experience a
less hydrophobic environment than in the native protein.
Taken together, these results suggest that the environment
surrounding Trp in the molten globule is compact (similar
to the native state), but that the tertiary structure of the native
state has not yet formed.

15.2.3.2. Significant Secondary Structure.CD is a
commonly used technique for monitoring changes in the
secondary and tertiary structures of proteins.717 CD spectra
of proteins are divided into two regions: the far-UV (190-
250 nm) and the near-UV (250-300 nm). The far-UV region
measures secondary structure; the near-UV region measures
tertiary structure.718 If a protein retains secondary structure
without a well-defined, three-dimensional structure (as
expected for a molten globule), the CD in the near-UV will
be nearly zero, while the CD in the far-UV will have some
features of the native protein.429,719

The molten globule of HCA II has virtually no CD
absorbance in the near-UV region.676 The absence of a near-
UV CD spectrum suggests that, in the molten-globule state,
the aromatic residues are in symmetric environments and,
thus, do not contribute to the far-UV CD spectra. A standard
analysis of secondary structure, therefore, can be used to
study the molten-globule intermediate without complications
arising from Trp residues. Bore´n et al. and Mårtensson et
al. observed that the negative ellipticity measured in the far-
UV was larger for the intermediate than for the native state
of BCA II and HCA II, respectively; they interpreted this
increase as being due to loss of interference from aromatic
side chains in the symmetric environment of a molten
globule.676,720 The large negative ellipticity indicates the
presence of extensiveâ-structure in the molten globule.
When the concentration of GuHCl increased, CA II denatured
further, and the negative ellipticity decreased.676,720

Jonasson et al. used site-directed mutagenesis to remove
systematically Trp residues from the Cys206Ser mutant of
HCA II in order to identify their individual contributions to
fluorescence.675 They denatured the protein and observed
refolding by monitoring the fluorescence of the Trp residues.
They observed the return to native-like fluorescence intensity
of Trp123, 192, 209 and 245 in two kinetic phases, witht1/2

) 2 and 13 s.675 All of these residues are on the edges of
the hydrophobic core formed byâ-sheets (5, 7, 8, and 9;
Figure 32C) that penetrate the center of the enzyme, and
the similar folding rates for these residues suggest the same
rate-limiting step. This observation also implies that the
native-like structure around these Trp residues occurs prior
to the onset of enzymatic activity.

Although the spectral properties of Trp demonstrate that
the fluorescence intensity and depolarization of the molten
globule are native-like, the fluorescence wavelength and CD
spectrum of the molten globule do not match those of the
native protein. These results suggest that, in the molten-
globule state, CA is compact and the Trp residues are
immobilized but that the exact environmentsthe hydropho-

bicity in particular (as measured by fluorescence)sis dif-
ferent in the native and molten-globule states.

Freskgård et al. used site-directed mutagenesis of HCA II
(in procedures similar to those described in section 15.2.1)
to measure the solvent accessibility of Ser56 and Ile256,
which are located in the outerâ-strands (strands 1 and 10;
Figure 32C).694 These residues have native-like structure in
the molten-globule state at concentrations of GuHCl of 1-2
M, but they become fully exposed at higher concentrations
of denaturant. Carlsson et al. found that Cys206 becomes
inaccessible to labeling reagents within 0.1 s of renaturation;
this finding indicates thatâ-strands 6 and 7 adopt a compact
structure very early in the folding pathway.701

15.2.3.3. Exposure of Hydrophobic Surface Area.ANS
(1-anilinonaphthalene-8-sulfonate) binds tightly to hydro-
phobic cavities and surfaces but weakly to individual
hydrophobic residues in a denatured polypeptide chain.721

Fluorescence of ANS is a sensitive measure of the presence
of hydrophobic surfaces and cavities (the quantum yield is
0.004 in water and increases to∼0.8 when bound to
hydrophobic surfaces722). ANS binds strongly to BCA II in
the molten-globule state with a fluorescence intensity that
is much greater and more blue-shifted than when it is bound
to the native or denatured protein.671,723By measuring both
the intensity of electron spin resonance (ESR) signals of spin
labels and the transfer of energy from Trp residues to a dansyl
label, Semisotnov et al. established that the rate of increase
of ANS fluorescence was similar to the rate of molecular
compaction.724Their result indicates that hydrophobic patches
are formed concomitantly with an increase in compactness
upon renaturation.

15.2.3.4. Compactness of the Molten Globule.Ham-
marström et al. examined the compactness of the molten
globule by studying pyrene excimer fluorescence.674 If two
pyrenyl groups are separated by only a few angstroms, they
can form a collective electronic excited-state dimer (an
excimer) upon excitation.725 Hammarstro¨m et al. labeled
positions 67 and 206 (inâ-strands 3 and 7) of HCA II with
pyrene groups. These residues are located on the edges of
the â-sheet structure that spans the center of the enzyme
(Figure 32). The intensity of excimer fluorescence increased
with increasing concentration of GuHCl (from 0 to 0.17 M),
because of the increased mobility of pyrene moieties on
denaturation. The fluorescence reached a plateau between
1.7 and 3 M GuHCl and decreased above 3 M GuHCl; this
observation suggests that, at concentrations of GuHCl below
3 M, the enzyme remained compact.

NMR also can be used to measure the compactness of
proteins. Kutyshenko and co-workers introduced a rigidity
parameter (G) as a measure of residual structure and
compactness of a denatured or partially denatured pro-
tein.726,727 G is defined as the ratio between the intensities
of the spin diffusion spectrum and the normal1H NMR
spectrum in a given spectral region of a protein. The values
of G for HCA II indicate that the compactness of the molten
globule (G ) 0.53) is extremely close to that of the native
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state (G ) 0.55) and significantly more compact than the
denatured state (G < 0.1).

One of the more controversial aspects of the current
understanding of the molten-globule state, and thus of the
pathway for folding of proteins, is the extent to which water
molecules are excluded from the hydrophobic core of the
protein.728 Size-exclusion fast performance liquid chroma-
tography (FPLC) has been used to measure the size of the
molten-globule state and thereby to estimate the volume of
associated water molecules. Uversky found that BCA II, at
a concentration of 1µg mL-1, had a diameter of 5.0 nm in
its native state, 5.2 nm in the molten-globule state, and 10
nm in the completely unfolded state (in 6 M GuHCl).729 The
sizes measured for the native and unfolded states match those
measured by dynamic light scattering.673 The similarity in
sizes of the native and molten-globule states of BCA II
suggests that the penetration of water into the molten globule
is minimal.

Relaxation dispersion measurements of17O by NMR are
commonly used to monitor directly the buried water mol-
ecules (internal hydration states) and water molecules
transiently associated with the surface (external hydration
states) of proteins and their molten-globule states. Using
HCA II as a model, Denisov et al. found that the native and
molten-globule states had only small differences (within
experimental error) in the number of both tightly and weakly
bound water molecules.730Their results suggest that, for HCA
II, there is very little change in hydration between the native
and molten-globule states.

This work appears to conflict with earlier data from Gast
and co-workers and Kataoka and co-workers obtained by
light scattering and calorimetry;731-734 they observed a 30%
increase in the volume and a change in heat capacity735,736

when R-lactalbumin and apomyoglobin were denatured. It
is still unclear which proteins have hydration states that are
more representative of proteins as a class and what conclu-
sions (if any) can be drawn about universal aspects of
hydration in molten globules. It is also possible that the
molten globule is a distribution of states and that the different
experimental techniques measure the average distribution of
conformations in different ways.728 For example, the mea-
surements of hydrodynamic radius may weight the larger
states more heavily, while the NMR relaxation data may
weight the compact states with more tightly bound water
molecules more heavily.

Molten-globule intermediates have been identified along
the pathways of folding for dozens of proteins.671,710Many
of these proteins belong to different structural types (R, R
+ â, R/â) and have rates of refolding that differ by>1 order
of magnitude; these results suggest that the molten globule
is a common intermediate in protein folding.671 The main
difference between the native and molten-globule states is
the disruption of the tightly packed hydrophobic interactions
of side-chain residues that bind the structural units together.670

15.2.4. C-terminal Folding, the C-terminal Knot, and
Refolding of the Active Site

15.2.4.1. C-terminal Folding.The C-terminal domain of
CA forms a knotted structure (Figure 2).695,696Beta-strand 9
crosses over strand 10 such that, if the polypeptide chain
were pulled at each end, a knot would remain in the protein.
Using solvent accessibility studies like those described in
section 15.2.1, Freskgård et al. probed the kinetics of active
site refolding around Ile256, located close to the C-terminus

in â-strand 9 (Figure 32C).694 They denatured the protein
with 5 M GuHCl and renatured it by dilution into tris-SO4

buffer. They observed that Ile256 settled into the hydrophobic
core of the protein with a half-time of 75 s. Since this time
is much longer than the time it takes to form the molten
globule, they concluded that not all of theâ-structure was
formed in the molten-globule intermediate. Many have
attributed the long half-time of folding to slow isomerization
about Pro residues;681-684,737Ile256 is located close to Pro30
and, thus, should be affected directly by its dynamics. Since
enzymatic activity is regained∼8 min after initiation of
refolding (by dilution), additional folding from the molten-
globule intermediate must occur to regain activity.â-Strand
9, which contains Ile256, presumably cannot adopt its final
conformation beforeâ-strand 10 reaches a native-like state.
If â-strand 9 adopted its native structure early in the folding
process,â-strand 10 would need to thread itself through a
small tunnel in order to reach its native conformation (Figure
32 parts A and B).694

Carlsson et al. digested HCA I with carboxypeptidase to
investigate the effects of C-terminal residues on the activity
and stability of the enzyme.738 HCA I retained∼90% of its
activity when up to three C-terminal residues were digested
by carboxypeptidase; its stability to denaturation by GuHCl
was, however, significantly reduced. The concentration of
GuHCl at which the protein sample retained half of its
activity (Cm) decreased from∼1.5 M for the native protein
to ∼0.6 M for the HCA I lacking three C-terminal residues.
These observations indicate that the C-terminal sequence
involved in the knot topology contains information that is
vital for the stability, but not the activity, of the protein.

15.2.4.2. Recovery of Enzymatic Activity.The kinetics
of the refolding of BCA II have also been studied using
Neoprontosil, a ligand whose wavelength of maximum
absorbance shifts from 545 to 485 nm when bound to the
enzyme.668 Ko et al. found that Neoprontosil increased the
midpoint of denaturation (Cm) of BCA II from 1.5 to 2.2 M
GuHCl and so appeared to stabilize BCA II toward dena-
turation. When BCA II was renatured after denaturation with
GuHCl, Neoprontosil bound to BCA II (Kd < 10 µM) in the
molten-globule state. As BCA II renatured further, a con-
formational change of the protein perturbed the visible
absorption and CD spectrum of Neoprontosil; this change
was concomitant with the return of enzymatic activity (as
measured by the hydrolysis ofp-nitrophenyl acetate).

Using measurements of protein absorbance and tryptophan
fluorescence, Semisotnov et al. found that BCA II achieved
its native, functional structure in two kinetic phases, with
t1/2 ) 2 min and 10 min.739 In the shorter kinetic phase, the
hydrophobic clusters desolvated, and a native-like hydro-
phobic core formed. Henkens et al. determined that this
native-like hydrophobic core did not have enzymatic activ-
ity.678

15.2.4.3. Isomerization of Pro Residues.Isomerization
of Pro residues has been proposed as the rate-limiting step
in the majority of slow-refolding reactions of proteins,
including those of CA;681-684,737this characteristic makes CA
a good model system for studying the kinetics of slow-folding
proteins. Two of the Pro residues in CA II (Pro30 and
Pro202) are in the cis conformation in the native state.186

(BCA II has one moretrans-Pro residue than does HCA
II.)739 The native conformations of Pro peptide bonds should
persist when CA is rapidly denatured because the rate of
cis-trans isomerization in Pro residues (t1/2 ≈ 30 s-1) is slow
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compared to the rate of denaturation of CA.740 In double-
jump experiments, the protein is denatured rapidly with
GuHCl and then renatured by dilution to low concentrations
of GuHCl with variable delay times. If cis-trans isomer-
ization is rate-determining, the protein should refold much
faster when renatured soon after denaturing (with a short
delay time)sthat is, before the Pro bonds have time to
randomize their orientationsthan with a long delay time
(relative to the isomerization time of Pro bonds) before
initiation of refolding. CA shows this dependence on delay
time. With no delay between denaturing and renaturing,
Semisotnov et al. observed the half-time for BCA II
reactivation to be only 3 s.739 Prolonged incubation (∼1 h)
of the protein in the unfolded state, however, increased the
half-time of reactivation to 10 min.741 Double-jump experi-
ments demonstrate that both slow stages in refoldings
corresponding to C-terminaland active-site refoldingsare
Pro-dependent processes.739

Proline isomerase (PPIase) catalyzes the cis-trans isomer-
ization of Pro residues in proteins and, thus, should increase
the rate of refolding of CA if cis-trans isomerization is rate-
limiting. Consistent with this hypothesis, Fransson et al.
observed that incorporating PPIase in the refolding reaction
mixture of GuHCl-denatured HCA II decreased the half-time
of folding from 9 to 4 min and removed the effect of time
delay in refolding.667 Further, the addition of Cyclosporin
A, a specific inhibitor of PPIase,742 completely abolished the
observed PPIase-mediated acceleration of folding. If PPIase
acted efficiently on all peptidyl-Pro bonds, the expected half-
time of refolding would decrease to 1 min. Because the effect
was smaller than expected, Fransson et al. speculated that
PPIase could only act on Pro residues that were exposed
during the refolding process.

Fransson et al. further proposed that each of the twocis-
Pro residues in CA was responsible for one of the two slow
stages of refolding: Pro30 for C-terminal folding and Pro202
for forming the native conformation of the active site.667 To
test this idea, they made two HCA II mutants that would
not allow the presence of cis conformationssPro30Asn and
Pro202Asn. The Pro30 mutant was unstablesthat is, it did
not fold to a stable conformation that could be studiedsbut
the Pro202Asn mutant was stable. The Pro202Asn mutant
refolded with a half-time of 9 min, which is the same (within
error) as the half-time for refolding of wild-type HCA II.
Addition of PPIase to this mutant decreased the rate of
refolding to a half-time of 4 min. These results suggest that
thecis-peptidyl-Pro202 bond does not limit the refolding rate
and that another Pro residue must be responsible. Pro181
and Pro 30 are the least accessible of the invariant Pro
residues,54,184,186and they are, therefore, most likely to direct
the slowest step in refolding.

Kern et al. studied folding of HCA II after a short (10 s)
incubation in 5 M GuHCl and observed that only a fraction
(∼55%) of the protein refolded rapidly, while the rest
refolded with kinetics similar to those observed for HCA II
that had undergone prolonged denaturation.743 Since the
denaturation interval of 10 s was not long enough to allow
prolines to isomerize to non-native state, the investigators
suggested that isomerization occurs during renaturation,
allowing for the formation of the molten-globule state with
correct and incorrect conformation of Pro. Addition of PPIase
to the refolding solution decreased the fraction of protein
that folded with rapid kinetics. These observations are
consistent with the role of PPIase as a catalyst that isomerizes

Pro residues (both to and from their conformations in the
native protein) in the folding process.680

15.2.5. N-terminal Folding

The final stage of folding of CA involves the N-terminus
(Figure 32 parts A and B).744 Because two Trp residues are
located at the N-terminus (Trp5 and Trp16; Figure 32C),
intrinsic fluorescence can be used as a probe of N-terminal
structure. Aronsson et al. observed that removal of the five
N-terminal residues from HCA II destabilized the native state
by 4-5 kcal mol-1 relative to the intermediate state. Deleting
an additional 23 residues, which constitute nearly one-tenth
of the protein and an entire hydrophobic cluster, from the
N-terminus (Figure 32C, purple residues) caused no further
destabilization. In addition, the molten-globule intermediate
was not measurably destabilized relative to the unfolded state;
this result suggests that there are no net stabilizing tertiary
interactions between the N-terminus and the rest of the
molecule in the intermediate state. Removing residues 1-24
had no effect on the kinetics of reactivation activity of HCA
II (as measured by esterase activity or DNSA binding) but
did affect the kinetics of fluorescence increase. Trp fluores-
cence of denatured HCA II increased with time in a biphasic
manner with half-times of 4 and 17 min (this fluorescence
intensity was due to Trp5 and Trp16), while that for the HCA
II mutant lacking 17 residues at the N-terminus had reached
a plateau within 30 s (the non-N-terminal Trp were in their
folded states);744 the difference suggests that the N-terminus
folds in the last steps of folding and only after an enzymati-
cally active native-like structure forms in the rest of the
protein.

15.3. Denaturing CA with Other Denaturants

15.3.1. Urea

Bushmarina et al. did not observe a molten-globule
intermediate during the unfolding of BCA II by urea, unlike
experiments carried out in GuHCl (see section 15.2.3).663

Between 0 and∼5.5 M urea, the protein remains in its native
state. A further increase in the concentration of denaturant
(from 5.5 to 6.5 M) caused the protein to unfold completely,
as detected by a decrease in fluorescence anisotropy. The
investigators used binding of ANS to BCA II to measure
the formation of the molten-globule state during denaturation
and did not observe binding of ANS to BCA II at concentra-
tions of urea between 0 and 8 M.

In agreement with Bushmarina et al., Bore´n et al. found
that denaturation of HCA II with urea was an apparent two-
state unfolding, with no intermediate in the pathway of
denaturation (as monitored by tryptophan fluorescence).745

The midpoint of denaturation occurred at 4.4 M urea. The
red-shift in the tryptophan fluorescence matched that of the
protein denatured in GuHCl and demonstrated that the
unfolded state of HCA II in urea was similar to that in
GuHCl. They did find, in contrast to the results of Bush-
marina et al. on BCA II, that a small amount of ANS bound
to HCA II at 4.5 M urea. The binding of ANS suggests that
some HCA II has the conformation of a molten globule at
4.5 M urea.

Borén et al. hypothesized that the difference in denatur-
ation between urea and GuHCl was due to the ionic character
of GuHCl. In the presence of 1.5 M NaCl, the denaturation
of HCA II showed two transitions and a stable intermediate
(from 3.0 to 6.4 M urea).745 The absorbance signal due to
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the binding of ANS to this intermediate in the denaturation
of HCA II with urea is similar to that due to the binding of
ANS to the molten-globule intermediate formed in the
denaturation of HCA II with GuHCl. The investigators
proposed that the high ionic strength of solutions of NaCl
helps to weaken ionic interactions in the native state of HCA
II and to destabilize the protein to denaturation with urea.
This need to disrupt stabilizing ionic interactions in the
enzyme is, we presume, the basis for the difference in
denaturation between urea and GuHCl.

15.3.2. Acid

15.3.2.1. Overview.Unfolding in acidic conditions is often
claimed to occur because the folded protein has groups buried
in neutral form that can be protonated at low pH. The
protonation in acid may also cause unfavorable electrostatic
interactions between all the positively charged groups or
break hydrogen bonds and thus induce denaturation of the
protein. The basic groups believed to be important in
denaturation in acid are often histidine residues (pKa ≈
6.5).746

Acid denaturation often results in denatured states that are
less unfolded than those obtained with GuHCl; these states
often possess large amounts of residual structure, especially
in the presence of salt.747,748Addition of GuHCl to the acid-
denatured proteins can further denature them.749 Incomplete
denaturation may be due to electrostatic repulsion that fails
to overcome hydrophobic forces, salt bridges, and other
favorable interactions. For this reason, CA denatured by acid
seems to be quite sensitive to the concentrations of salts and
buffers.750

15.3.2.2. Denaturation of CA with Acid has Two
Transitions. When the pH of a BCA II solution is decreased
from 8 to 2, BCA II denatures in two distinct transitions,
the first occurring between pH 4.3 and 3.8 and the second
occurring between pH 3.5 and 2.8. In the first transition,
there is a decrease in the bands in the CD spectrum of BCA
II that correspond to aromatic residues (297, 286, and 270
nm).751 The decrease in these bands suggests an increased
mobility of the individual aromatic residues and, presumably,
an increase in protein size, as solvent molecules penetrate
to the core of the protein. The CD band corresponding to
R-helical structure, however,increasesupon lowering the
pH from 4.3 to 3.8. According to Beychock et al., HCA
(isozymes I and II) below pH 4 has anR-helical content of
20%.719,752This value forR-helical content is much higher
than that of the protein at pH 7 (but the exact value is difficult
to obtain because the CD spectrum of CA at pH 7 is
complicated by the large number of aromatic residues that
give a CD signal in the far UV).

15.3.2.3. First Transition. During the first transition in
the acid denaturation, the intrinsic viscosity (η) of solutions
of BCA II increases slightly (from 3.0 to 4.1 cm3/g).751 This
increase suggests an increased size of the denatured protein
relative to the native protein. Nilsson and Lindskog dem-
onstrated that, near pH 4, the expansion of BCA II occurs
simultaneously with the protonation of seven buried His
residues.753 Because the ZnII cofactor is coordinated by three
His residues, it is not surprising there is no measurable
enzymatic activity at pH 3.7.

The presence of the ZnII ion does not change the pathway
for protein denaturation in acid, as measured by CD and UV
absorbance spectroscopy, presumably because the ZnII co-
factor is removed early in the denaturation pathway (when

the His residues are protonated).703 ZnII cofactor also has
only a minor influence on the stability of the protein toward
denaturation with acid: the pH of the midpoint of the
denaturation is 4.1 forholo-BCA II and 4.5 forapo-BCA
II.

15.3.2.4. Second Transition.In the second transition (pH
3.5 to 2.8), Wong and Hamlin observed a significant increase
in the intrinsic viscosity (η) of the solution of BCA II; this
increase suggests significant protein denaturation.751 Mea-
surements of viscosity clearly indicate that, unlike the
enzyme denatured in GuHCl or urea (η ) 29.6 cm3/g),673

the acid-denatured enzyme at pH 2 (η ) 8.4 cm3/g) is not a
random coil (expected value ofη ) 29 cm3/g). The value of
intrinsic viscosity implies only a partial unfolding of the
protein, to a different state than the nearly random coil that
is formed in urea or GuHCl.

In the second transition, Flanagan and Hesketh found the
rate constant for denaturation of HCA I to be second order
with respect to hydrogen ion concentration; this result
indicates that at least two groups are protonated.754 The rate
of unfolding strongly depended on the ionic strength:
increasing the ionic strength by an order of magnitude caused
the rate of unfolding to increase by approximately the same
amount. Because the observed kinetics so strongly depends
on the ionic strength, it is reasonable to conclude that
unfolding involves the breaking of ionic bonds. The stability
of HCA I (and HCA II) also depended on the ionic strength
of the buffer; increasing the ionic strength from 0.05 to 0.15
increased the midpoint of denaturation by 0.5 units of
pH.755,756An increase in ionic strength shields electrostatic
charges and destabilizes ionic bonds; it is likely that the
denaturation of CA by acid involves the disruption of specific
electrostatic interactions.

Bushmarina et al. monitored the anisotropy of fluorescence
as a measure of the mobility of Trp residues in acid-denatured
BCA II.663 The rotational relaxation time, defined as the time
it takes for the polarization anisotropy to decay to zero,
reflects both the size of the molecule (larger molecules rotate
more slowly than smaller molecules) and the motion of the
fluorophores relative to the protein. Bushmarina et al.
measured rotational relaxation times of 34 ns for native BCA
II and 70 ns for the pH 3.6 intermediate; the relaxation time
for a rigid sphere with a radius of 4 nm is 46 ns. The
relaxation time of native BCA II is only slightly less than
that of a sphere. The increased relaxation time of Trp residues
in the pH 3.6 intermediatesnearly twice as long as for a
spheressuggests that the protein aggregates, and possibly
dimerizes, at this pH.

In the second transition, the molecule of BCA II unfolds
to expose buried aromatic residues.751 The absorption
spectrum of BCA II continues to red-shift as the pH is
lowered from 3.5 to 2.8, with the midpoint of the second
transition at a pH of 3. Wong and Hamlin also reported a
decrease in the intensity of the CD signal at 222 nm over
this range of pH. The authors attributed this decrease to a
loss of R-helical structure, but because of the difficulty in
assigning this band,719 the loss may also reflect other
structural changes.

15.3.2.5. Precipitation after Denaturation with Acid.
When BCA II was allowed to renature by increasing the pH,
Wong and Hamlin found that the protein precipitated at pH
4.2 and remained insoluble at pH 8.751 Only ∼25% of the
enzymatic activity could be recovered when the protein was
kept at pH 2.2 for 30 min and then returned to pH 7.
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Measurements of UV-absorption of BCA II at 290 nm during
the back-titration of the enzyme from pH 2.0 to 3.7 did not
match those measured as the protein was denatured. Evidence
suggests that CA aggregates and precipitates upon raising
the pH after denaturation in acid.663,751,755,756McCoy and
Wong recovered∼85% of the enzymatic activity of BCA II
after denaturation with acid if they added 6 M GuHCl to
the protein at low pH and subsequently renaturated by
dialysis against buffer at pH 7 with no denaturant.757 It is
clear that, because more of the protein aggregates than
refolds, denaturing CA with acid is an irreversible process.

15.3.3. Heat

Relatively small changes in temperature can cause large
changes in the conformation of a protein and lead to
denaturation or intermolecular aggregation. These processes
are usually highly cooperative; the temperature at which the
protein undergoes major structural changes is its melting
temperature.746

McCoy and Wong showed that BCA II precipitated out
of water or tris buffer (0.09 M, pH 7.5) at 65°C and
remained as a precipitate, even upon further heating to 95
°C.757 Precipitation, which is probably due to the aggregation
of the enzyme as hydrophobic patches are exposed, makes
spectroscopic investigation under thermal denaturing condi-
tions impossible. Therefore, studies of thermal denaturation
require a technique that is effectively independent of the state
of aggregation of the protein.

Bull and Breese developed a method that measures only
changes in pH in an unbuffered solution of a protein as a
function of temperature (∆pH/∆T) and is not affected by
aggregation.758 The values of pKa for the side chains of amino
acids in a native protein are often different from those of
the free amino acids. On denaturation, amino acids become
exposed to solvent, and the values of pKa of these residues
change to values closer to those for the free amino acids.
This change in values of pKa causes a net uptake or release
of protons that can cause a measurable change of pH in an
unbuffered solution. A plot of∆pH versus∆T typically has
a sharp maximum at the melting temperature.

McCoy and Wong investigated the unfolding of BCA II
from 25 to 85 °C.757 They observed that the pH of the
solution slightly decreased from 25 to 55°C. Near 60°C,
the pH increased abruptly, with a midpoint (and, therefore,
a melting temperature,Tm) of 64.3 °C.757 The agreement
between the melting temperature and the temperature at
which BCA II precipitated suggests that precipitation is
indeed due to the temperature-induced unfolding.

Almstedt et al. measured the value ofTm for HCA II by
enzymatic activity (CO2 hydration), Trp fluorescence, near-
UV CD spectroscopy, and 1D-NMR.708 The melting tem-
perature of HCA II was similar to that of BCA II (Tm of
HCA II ) 55-61 °C). Interestingly, whereas HCA II
denatures in GuHCl from its native to its unfolded state by
way of an intermediate (a molten globule), thermal dena-
turation of HCA II stops at this molten-globule state.676,708

Lavecchia and Zugaro found the temperature at which the
catalytic activity of BCA was lost to be very similar to the
measured melting temperature.759 Changes in catalytic activ-
ity may reflect changes in the local structure of the active
site, where a small change in conformation near the active
site can cause complete loss of catalytic activity. The
similarity in critical temperatures determined from studies
of the loss of catalytic activity and of melting suggests that

the loss of activity is a consequence of conformational
changes that affect the entire protein, rather than just the
residues near the active site.

15.3.4. Sodium Dodecyl Sulfate (SDS)

Denaturation of proteins by surfactants is a complex
subject in which the mechanism of unfolding and the
structure of the final protein-surfactant complex are un-
known. Interactions of CA with detergents have not been
studied extensively, although in recent studies, Whitesides
and co-workers652,657,706,760,761used BCA II as a model protein
to clarify the effects of electrostatic interactions in denatur-
ation and renaturation of BCA II in SDS.

Some of the existing studies on denaturation and renatur-
ation of CA by SDS are not consistent. In particular, McCoy
and Wong757 and Whitesides and co-workers,652,706,760re-
ported significant differences in the yield of BCA II after
refolding. Furthermore, because the two research groups used
different techniques, it is unclear if the two studies are in
agreement in other findings (e.g., Whitesides and co-workers
did not observe the two different conformations observed
by McCoy and Wong). Other studies of CA with surfactants
or small hydrophobic molecules have focused on the effects
of these molecules on the aggregation of CA and are
reviewed in section 15.4.

Early studies of proteins denatured with SDS suggested
that two distinct conformations exist in solutions containing
low (0.025%) and high (0.1%) (w/v) concentrations of SDS
(referred to as the low- and high-binding states, respec-
tively),762,763and that both are enzymatically inactive.757 CD
studies indicated that both the high- and low-binding states
have conformations that are different from either the native
enzyme or the denatured state with GuHCl. The far-UV CD
spectra of both the high- and low-binding states have a strong
band with two minima at about 222 and 208 nm; this shape
is typical for proteins with a large amount ofR-helical
structure764,765 and suggests that the SDS‚BCA complex is
stable and has more secondary structure than the state formed
after denaturing with urea or GuHCl.

In the low-binding state (0.025% SDS), residual native-
like character is still observed by near-UV CD spectros-
copy.757 The near-UV CD spectrum of the high-binding state
(0.1% SDS) is very similar to that of the acid-denatured state
of BCA II. Both the high- and low-binding states have
considerable (∼30%)R-helical character, although the high
Trp content in CA may affect this calculation.719

Measurements of intrinsic viscosity show relatively low
viscosity for solutions of the low-binding state (η ) 8.1 cm3

g-1), and high viscosity for the high-binding state (η ) 18.1
cm3 g-1).757 These measurements suggest that the high-
binding state is more similar to a random coil (η ) 29 cm3

g-1) than to the native enzyme (η ) 3.7 cm3 g-1), but that
the high-binding state is not fully unfolded. The low-binding
state appears to retain some of the compact features of the
folded enzyme.

Gudiksen et al. investigated the role of the ZnII cofactor
in the renaturation of BCA II that had been denatured with
SDS.706 BCA II was treated with a high concentration of
SDS (10 mM) and subsequently dialyzed in SDS-free buffer
to renature the protein. Native and denatured forms of BCA
II were characterized by capillary electrophoresis, which
could resolve both states. By refolding BCA II in the
presence of EDTA (to chelate any free ZnII), they demon-
strated that the ZnII cofactor was not required for refolding
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into a native-like conformation. When 10µM ZnSO4 was
added, the refolded enzyme regained full sulfonamide-
binding activity. They also demonstrated that the ZnII cofactor
does not remain bound to the denatured protein. The presence
of the ZnII cofactor did, however, increase both the total
amount of refolded protein by∼2-fold and the rate of
refolding by∼8-fold. These results are consistent with those
of Yazgan and Henkens (section 15.2.2), which demonstrated
that the presence of ZnII increased the rate of refolding after
denaturation with GuHCl.685 The rate of refolding in the
absence of ZnII after denaturation, however, was approxi-
mately one-half as fast for protein that had been denatured
with SDS as for protein that had been denatured with GuHCl.

Whitesides and co-workers also investigated the role of
surface charges in the refolding of BCA II denatured with
SDS.652,657All 18 Lys groups on BCA II were acetylated to
give peracetylated protein (BCA II-Ac18; see section 14).659

BCA II-Ac18 was denatured with SDS and then dialyzed
in the presence of ZnII to refold the protein. On dialysis,
BCA II-Ac18 refolded to its starting, active conformation;
refolding was evaluated by measuring its affinity to DNSA,
CD spectrum, and the rate of enzymatic hydrolysis ofp-nitro-
phenyl acetate. Interestingly, BCA II and BCA II-Ac18

refolded with similar rates (within a factor of 2) and yield
from the SDS-denatured state. This study demonstrates that
modifying the charge on the surface of BCA II does not the
affect the ability of the protein to refold. This work suggests
that large changes in the charge on the surface of a proteins
at least for BCA IIsdo not preclude its folding into the native
structure and that folding is driven by hydrophobic collapse
rather than by the exclusion of charges from the interior of
the protein.

Gitlin et al. investigated the role of surface charges in
determining the relative stability of BCA II to BCA II-Ac18

and found that BCA II-Ac18 wasmorestable to denaturation
with SDS than native BCA II.760 They were unable to
determine if the difference was simply kinetic or represented
a difference in thermodynamic stability between the two
proteins due to aggregation of BCA II in intermediate
concentrations of SDS (that prevented the measurement of
rates of folding and unfolding).

15.4. Recovery of Enzymatic Activity after
Refolding

15.4.1. CA as a Model for Studying Aggregation

Preventing protein aggregation is a major problem in
biotechnology, medicine, and proteomics. The deposition of
protein aggregates is also associated with a number of human
diseases, including Huntington’s, Alzheimer’s, and Parkin-
son’s diseases.766-774 Proteins in their molten-globule form
are considered to be particularly prone to aggregation,775 and
crossedâ-sheets (intermolecularâ-sheets that are perpen-
dicular to the fiber axis) are a common structural feature of
such aggregates.776,777 The presence of a molten-globule
intermediate, and the large number ofâ-strands, make CA
an excellent model system for studying the aggregation of
proteins. Protein aggregation was once regarded as a
nonspecific process, but recent studies suggest that aggrega-
tion may be due to specific interactions between partially
folded intermediates.641,776,778-780

Intermolecular aggregation of CA is the main barrier to
obtaining catalytically active, refolded protein after dena-
turation or after some types of purification. When BCA II

is renatured by increasing the pH from∼3 to 7, by cooling
the protein to room temperature, or by removing detergent
by dialysis, the majority of protein does not reform an active
state in contrast to the high recovery for the renaturation of
CA that had been denatured with GuHCl or urea, where
activity could be regained nearly quantitatively (see sections
15.2 and 15.3.1). McCoy and Wong found that the refolding
yield of acid-denatured or thermally denatured BCA II
approached 99% when the denatured protein was treated with
6 M GuHCl and then dialyzed to remove the denaturant.757

McCoy and Wong renatured BCA II that had been denatured
with 0.025% (w/v, 0.88 mM) SDS by dialysis and observed
that<2% of the activity was regained (as assayed by esterase
hydrolysis).757 Gudiksen et al. demonstrated that BCA II
could be renatured from 10 mM SDS by dialysis against
tris-Gly buffer (25 mM tris, 192 mM glycine), pH 8.4 in
∼80% yield.706 The apparent discrepancy between the results
of Gudiksen et al. and McCoy and Wong could be due to a
difference in the experimental conditions used for renatur-
ation: Gudiksen et al. used a lower concentration of protein
than did McCoy and Wong, as well as a buffer of lower
ionic strength, of different pH, and with additional ZnII added.
The difference in yield of refolded protein is possibly due
to an increase in aggregation of the denatured protein under
the conditions of McCoy and Wong relative to those of
Gudiksen et al.

Cleland and Wang proposed that aggregation of CA (at
least, that of BCA II) occurs primarily between molten-
globule states and that denaturation with high concentrations
of GuHCl breaks apart these aggregates and allows them to
fold properly.781 Experiments that measure the amount of
properly refolded protein as a function of concentration of
GuHCl support this hypothesis (Figure 33). A sample of
BCA II denatured in 5 M GuHCl was renatured by diluting
to a lower concentration of GuHCl. This study showed that,
after dilution to a relatively low GuHCl concentration (0-1
M), a folding intermediatespresumably a molten globules
with a diameter slightly larger than that of the native BCA
II formed within the dead time of the spectrometer.781 At
those concentrations of GuHCl, this molten globule aggre-
gated either to micron-sized particles or remained as smaller

Figure 33. Regimes of refolding and aggregation of BCA II. Each
datum represents rapid dilution of BCA II in 5 M GuHCl to a given
final protein and GuHCl concentration. Conditions in the aggrega-
tion regime result in the immediate formation of micron-sized
particulates. The upper boundary of the aggregation regime is
defined by (9). Conditions in the multimer regime (2) yielded
measurable dimeric and trimeric species by CD before aggregation.
The lower limit of refolding (b) is the regime where multimers
form but do not proceed to form micron-sized particles. Adapted
with permission from ref 781. Copyright 1990 American Chemical
Society.
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aggregates (dimers and trimers), depending on the concentra-
tion of the protein (Figure 33). This study showed that high
concentrations of GuHCl may keep hydrophobic clusters that
are exposed to solution from aggregating.

Studies of refolding of BCA II by Wetlaufer and Xie782

found that, in contrast to the results of Cleland and Wang,781

the particle size and turbidity of the solution decreased over
time after the solution of GuHCl-denatured BCA II was
diluted below 1 M; this decrease in turbidity indicated that
aggregates were dissociating and presumably refolding. In
addition, Wetlaufer and Xie showed that∼60% of the
original protein could be recovered in an active form within
150 min, even at protein concentrations as high as 4 mg
mL-1. They attributed the difference between the two studies
to the presence of EDTA in the experiments of Cleland and
Wang; the protein studied by them was, therefore, notholo-
BCA II but rather a mixture ofholo- and apo-BCA II.
Gudiksen et al. have demonstrated that the recovery of
protein was lower forapo-BCA II (35%) than forholo-BCA
II (80%) when the protein was renatured after denaturation
with SDS.706

Carlsson and co-workers examined the dependence of
aggregation on the concentration of GuHCl used for dena-
turation.783,784HCA II was treated for 24 h in concentrations
of GuHCl ranging from 0.75 to 5 M. Refolding was induced
by dilution of the denatured protein to 0.2 M GuHCl in 0.1
M tris buffer, pH 7.5, with a final protein concentration of
0.85 µM. Under these conditions, the native protein is the
thermodynamically stable product. A plot of the percentage
of active protein recovered versus the concentration of
GuHCl used in the denaturation forms a troughlike curve
(Figure 34). Yields of reactivation mirror the two stages of

unfolding (Figure 34 inset): (i) native protein to molten-
globule intermediate and (ii) molten-globule intermediate to
denatured chain. The width of the trough depends on the
concentration of protein and indicates that aggregation is the
cause of the low recoveries of active enzyme upon refold-
ing.783,784This observation suggests that the amount of protein
active after refolding is lowest when starting from the molten
globule.

Hammarstro¨m et al. used pyrene labels on Cys mutants
of HCA II to probe the structure of the aggregated state after
denaturation in GuHCl.783 Their method is very similar to
that described in section 15.2.3; the major difference was
that they used mutants labeled with only one pyrene.
Consequently, only aggregated proteins showed excimer
formation. They mapped the residues that were directly in
contact in the aggregates using 20 different mutants. Only
mutants with pyrenes in positions 97, 118, 123, 142, 150,
and 206 showed excimer formation. These results demon-
strate that the interactions of the aggregated species are highly
specific and involveâ-strands 4-7. They did not observe
excimers in the unfolded or native states of HCA II, thus
indicating that the native and denatured states do not form
aggregates.

15.4.2. Preventing Aggregation

Because CA is a good model for studying the aggregation
of proteins, it is also an excellent system for studying general
methods of preventing aggregation of proteins. Karlsson et
al. suppressed the aggregation of HCA II by stabilizing the
native structure with an engineered disulfide bond.785 The
Ala23Cys/Leu203Cys double mutant had an apparent two-
state unfolding pathway, with no evidence of a molten-
globule intermediate. This double mutant had a higher yield
of refolded protein (95%) than did wild-type HCA II (75%),
probably due to its reduced tendency to aggregate. In
addition, the plot of the percentage of active protein
recovered versus the concentration of GuHCl used in the
denaturationsa plot similar in content to Figure 34swas
relatively flat and did not display the pronounced minimum
displayed by wild-type HCA II. These results demonstrate
that stabilization of the native state of CA helps to avoid
the aggregation trap (that is, the molten globule) in the
folding landscape and allows CA to refold in high yield.

Wetlaufer and Xie used a variety of surfactants as
passivating agents to suppress aggregation after denaturation
by GuHCl.782The surfactant CHAPS, at concentrations above
its critical micelle concentration (cmc), increased the yield
of active, refolded protein from 37% to 81%; pentanol,
hexanol, and cyclohexanol also increased the amount of
active protein formed on refolding to>70%. The alcohols
increased the recovery of BCA II when used at low con-
centrations (e.g., 1 hexanol molecule per 2-3 molecules of
BCA II). These additives suppressed the initial formation
of aggregates but were unable to dissolve preformed aggre-
gates. Other additives, such as polyethylene glycol (PEG)786

and ANS,787 also prevented aggregation, presumably by
associating weakly with hydrophobic patches of the inter-
mediate in folding.787

Cleland and Randolph claimed that PEG inhibits aggrega-
tion by binding to the molten-globule intermediate based on
experiments using a PEG-immobilized hydrophobic interac-
tion column (HIC).788 The amount of BCA II bound to the
column as a function of the concentration of GuHCl revealed
a maximum at 2 M GuHCl. The peak in the binding curve

Figure 34. Yields of HCA II on refolding after denaturation with
GuHCl. Reactivation of the enzyme was performed after incubation
of protein for 24 h in the concentrations of GuHCl indicated on
thex-axis. Refolding was induced by dilution of denatured enzyme
to 0.3 M GuHCl in 0.1 M tris-H2SO4, pH 7.5, and a final protein
concentration of 0.85µM. The enzyme activity was recorded after
2 h of refolding. The concentration of HCA II in the denaturation
solution was 11µM (b) and 22µM (2). The reactivation yields
form a troughlike shape, implying that the amount of protein that
can be reactivated decreases in parallel with the increase in
concentration of molten globule. Inset: The curve showing unfold-
ing of HCA II as measured by tryptophan fluorescence. The
excitation wavelength was 295 nm, and the emission was recorded
in the interval 310-450 nm using 5 nm slits for both excitation
and emission light. The native protein (N) is observed from 0 to 1
M GuHCl, the molten-globule intermediate (I) is observed from
∼1.5 to 2.5 M GuHCl, and the unfolded protein (U) is observed
above 3 M GuHCl. Reproduced with permission from ref 783.
Copyright 1999 American Society for Biochemistry and Molecular
Biology.
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suggests that only the molten globule, and not native or
denatured BCA II, binds to PEG.

Cleland et al. found that the maximum enhancement (a
factor of 3) in the yield of refolded protein (as measured by
enzymatic activity) occurred at a molar ratio ([PEG]/[BCA])
between 2 and 3.423 The best concentration of PEG for
preventing aggregation of BCA II after denaturation with
GuHCl depended on its molecular weight, but only PEG with
a molecular weight between 1000 and 8000 effectively
inhibited aggregation. Although PEG did not increase the
rate of refolding, it prevented self-association and irreversible
aggregation of BCA II (presumably by binding to the molten
globule).

The role of additives other than PEG in preventing
aggregation is much less clear, and it is currently impossible
to predict whether a given additive will effectively reduce
aggregation. Sharma and Sharma showed that cyclodextrins
can prevent aggregation of BCA II;789 the cyclodextrins
presumably have reversible, noncovalent interactions with
some hydrophobic regions of the protein (aromatic side
chains are plausible candidate sites) and thereby prevent
intermolecular interactions. Karuppiah and Sharma showed
that cyclodextrin increased the yield of active BCA II after
denaturation with GuHCl by nearly a factor of 3.790 The
interactions of cyclodextrins with BCA II depended on the
size of the cyclodextrins and on the substituents attached to
the macrocycle.789 They found that, in general, the best aids
for folding were neutral or cationic cyclodextrins with small
cavities.

The “detergent-stripping method”, which is another method
of preventing the aggregation of proteins, uses a detergent
and a cyclodextrin in sequence.791,792 When BCA II was
denatured by heat or GuHCl in the presence of detergent
(e.g., SDS, cetyltrimethylammonium bromide (CTAB), or
sodium tetradecyl sulfate (STS)), the detergent formed a
complex with the denatured protein and prevented aggrega-
tion. These detergents prevented aggregation well below their
values of cmc; this observation demonstrates that the protein
was not simply dissolved in micelles but rather that it formed
a detergent-protein complex. BCA II was unable to refold
from the detergent-complexed state, but cyclodextrin could
induce folding by stripping the detergent away from the
protein. In this experiment,>80% of the protein could be
recovered in an active form at protein concentrations of 0.03
mg/mL. A more water-soluble and less expensive, linear
decameric dextrin could be used in place of cyclodextrin to
remove detergent from HCA I.793

15.4.3. Chaperonin-Assisted Folding of CA

15.4.3.1. Overview.In living cells, a class of proteins
known as “chaperonins” decreases the rate of aggregation
of some unfolded proteins by encapsulating the protein while
it folds;794,795this process is believed to prevent the contact
of hydrophobic patches on different proteins.796 Chaperonins
may also catalyze the rate of folding for some proteins.797-799

The best studied of the chaperonins is the GroEL/ES complex
from E. coli.800

15.4.3.2. Interaction of GroEL and GroEL/ES with CA.
To determine if GroEL/ES interacted with HCA II in an
unfolded or misfolded state, Persson et al. denatured HCA
II with 5 M GuHCl and renatured the protein by dilution to
0.2 M GuHCl both in the presence and in the absence of
GroEL/ES.688 The presence of GroEL/ES during refolding
of HCA II after denaturation with GuHCl increased the yield

of active enzyme from∼70% to 100%. The time-course for
reactivation was lengthened slightly (t1/2 ) 15 min) when
only GroEL was present, as compared to the time-course in
the absence of chaperone (t1/2 ) 9 min).688 If ATP was added
in addition to the GroEL/ES complex when the protein was
diluted to initiate refolding, the rate of folding matched that
of unassisted folding, and the yield of folded protein was
quantitative. Although HCA II interacted weakly with GroEL
at room temperature, at elevated temperature, and at low
concentrations of GuHCl, the amount of HCA II bound to
GroEL increased significantly, presumably because GroEL
bound only to the molten-globule intermediate.689

Landry and Gierasch proposed that the recognition motif
for GroEL is a helical segment located at or near the
N-terminus of the substrate.801 Because CA contains two
helical segments at the N-terminus (Figure 32), it is an ideal
system for studying this hypothesis. Persson et al. found,
however, that GroEL/ES was equally efficient at folding
native HCA II and truncated mutants that were missing the
helical segments.688 In the absence of chaperonin, truncated
mutants of HCA II were no more likely to aggregate than
was the native enzyme. They used EPR spectroscopy to study
Cys mutants of HCA II with spin-labels attached to selected
residues.691 Spin-labels linked to interior portions of HCA
II (residues 97, 123, and 206) were found to be immobile in
the absence of GroEL. Upon binding to GroEL, however,
isotopic line features appeared that indicated increased
mobility. Increased mobility is of particular interest because
this core of the protein (â-strands 2-6) does not denature at
high concentrations of GuHCl and, thus, is identified as the
site of specific interaction in studies of aggregation. These
spin-labels are, however, more hindered than the peripheral
spin-labels; this finding suggests that the hydrophobic core
still exists but is loosened inside the GroEL cavity. Spin-
labels linked to peripheral positions of HCA II, located on
residues 16, 56, 176, and 245, showed substantial mobility
in the absence of GroEL, but these labels were immobilized
to varying degrees during interaction with the chaperone.
Immobilization suggests that the periphery of the protein was
constrained upon binding GroEL. These studies provide
further evidence that, in addition to their ability to sequester
proteins and prevent their aggregation, chaperone proteins
loosen tightly folded hydrophobic regions that may be
misfolded and aid in their refolding.

Using fluorescence resonance energy transfer (FRET),
Hammarstro¨m et al. provided further evidence that the
hydrophobic core of HCA II loosens upon interaction with
GroEL.687 The investigators used the energy transfer from
Trp residues to a Cys-bound fluorescent label (AEDANS)
as a measure of the compactness of the protein. They showed
that the volume of the molten globule was∼2.2-fold larger
than the volume of the native enzyme. When bound to
GroEL, the volume of HCA II increased further (∼3-4-
fold larger than the native enzyme); these measurements
suggest that the molecule of HCA II is stretched inside the
cavity of GroEL.
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Hammarstro¨m et al. labeled two mutants of HCA II,
Lys118Cys and Ile146Cys, with AEDANS in order to
introduce a fluorescent probe in the central core of HCA
II.687 They observed that the fluorescence emission spectrum
was red-shifted in the presence of GroEL. This shift indicated
that a more hydrophilic environment around these residues
resulted from interaction with GroEL than in the isolated
molten-globule state. The shift was quite large for this probe
(10-15 nm) and suggested that GroEL extensively restruc-
tured the hydrophobic core.

The investigators also observed that GroEL underwent a
large conformational change when bound to HCA II.686 At
50 °C, they observed that the fluorescence anisotropy of
fluorescein-labeled GroEL increased in the presence of HCA
II; this result suggests that a conformational change of GroEL
accompanies its binding to HCA II. They also determined
that the buried Cys residues of GroEL became accessible to
solvent in the presence of HCA II, as measured by their rate
of carboxymethylation. They suggested that the opening of
the chaperonin caused the protein to be stretched and pulled
apart.

15.4.3.3. Model for GroEL/GroES-Mediated Folding.
Despite a detailed understanding of the enzymology of the
GroEL/GroES system, the underlying principles of chaperone-
mediated protein folding remain a subject of debate.796,802-804

Several mechanisms have been proposed. The Anfinsen cage
model states that GroEL and GroES provide a passive box
in which folding can proceed unimpaired by intermolecular
interactions; in essence, the GroEL/GroES complex behaves
as a box of infinite dilution.805-807 The iterative annealing
model asserts that GroEL binds to partially folded, but not
yet aggregated, proteins and actively unfolds these intermedi-
ates. Upon release into solution, the protein is then allowed
another chance to fold properly.808,809The dynamic Anfinsen
cage (DAC) model is somewhat of a compromise and
suggests a dynamic interaction between GroEL and protein
that leads to partial unfolding.804 The hydrophobic walls of
GroEL bind to exposed hydrophobic surfaces of the mis-
folded or partially folded protein substrates. The binding of
ATP to GroEL causes large conformational changes that
“pull” on the hydrophobic surfaces of the protein substrate.810

Csermely has suggested that chaperones work by loosening
a core, hydrophobic portion of the protein, but not by
unfolding the polypeptide chain.811 Loosening by this mech-
anism would allow water molecules to enter the hydrophobic
core of the protein and cause a multidirectional expansion.
The percolation of water into the core is a key step in
chaperone activity.

Experiments investigating the interaction between HCA
II and GroEL provide evidence for the chaperone percolation
model, although the mechanism may differ for other pro-
teins.796 The observed hydrophobic core of HCA II loosens,
and an increase in hydrophilicity around these central
residues strongly suggests the presence of water molecules
in the hydrophobic core.687 The predicted, multidirectional
expansion is observed by the 3-4-fold increase in the size
of HCA II when GroEL binds and by the increase in size
and flexibility of the GroEL molecule itself. With respect to
these types of studies, CA is an ideal protein for testing
specific predictions. In the presence or absence of GroEL,
CA (at least HCA II) can fold; the ability to compare assisted
and unassisted folding simplifies the analysis of changes in
the folding pathway induced by the interactions with GroEL.

15.5. Conclusions from Studies on the Folding
and Unfolding of CA

These studies demonstrate that CA is an excellent model
for extracting general principles of protein folding. Its
advantages are its availability, the ease with which it can be
overexpressed in bacteria, the concomitant ability to make
site-directed mutations, and the many aspects of its folding
pathway that are prototypical in the folding of proteins. In
addition to CA-specific information, studies of CA have led
to a number of conclusions about protein folding:

(1) Proteins are not always random coils at high concen-
trations of denaturants. There may be residual structure in
denatured states that act to seed the folding process.

(2) Molten globules can be stable intermediates, and
investigation of the properties of these intermediates (i.e.,
the degree of hydration in the hydrophobic core) helps to
understand the steps in protein folding.

(3) Proline isomerization can be the rate-limiting step in
protein folding; the conformation of the chain may change
both the rate at which the Pro bonds isomerize and the
accessibility of protein residues to solvent and to proline
isomerase.

(4) The pathways of unfolding, folding, and yield of
correctly folded protein are dependent on the denaturant.

(5) Various classes of additivesssmall hydrophobic
molecules, surfactants, cyclodextrins, and PEG polymerss
can prevent the aggregation of proteins during refolding.

(6) Because CA folds in both the presence and absence
of chaperones, the effects of chaperone proteins on protein
folding can be deduced more easily with CA than with
proteins in which folding is not possible in the absence of
chaperones.

The pathway by which CA folds from GuHCl has been
described carefully and specifically (Figure 32 parts A and
B). The folding proceeds through five intermediates, with
the isomerization of Pro residues being the rate-limiting step.
Knowing the details of the interactions that cause CA to fold
makes it an exceptionally useful model in understanding
many of the more complicated aspects of protein folding.
Specifically, CA has provided invaluable insight into con-
troversial aspects of protein folding such as the hydration
of the molten-globule state, the details of the process by
which proteins aggregate, and the mechanism of the interac-
tion of misfolded and unfolded proteins with GroEL.

V. Why is CA a Good Model?

16. Conclusions
In this section, we briefly summarize why CA is an

attractive model protein for a variety of biochemical and
biophysical studies and compare and contrast it with other
model proteins. We also examine the key conclusions from
the individual sections of this review in the context of what
makes CA a model protein for biophysical studies. More
detailed conclusions can be found at the end of the individual
sections.

16.1. What Are the Strengths and Weaknesses of
CA as a Model Protein?

CA is one of the best proteins now available for studies
requiring a model enzyme or a receptor for a small molecule
ligand. The advantages and disadvantages of using CA, rather
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than other particularly well-defined proteins, as a model for
drug design and biophysics are best addressed by considering
the criteria listed in Table 16. There are eleven main
advantages of using CA (specifically HCA I, HCA II, and
BCA II) as a model enzyme/receptor:

(1) It is monomeric, single-chain, stable, and intermediate
in molecular weight.

(2) It is commercially available and inexpensive.
(3) It can be easily mutated and purified in high yield from

E. coli.
(4) It contains no disulfide bonds.
(5) Its structure has been well-defined biophysically.
(6) It catalyzes a simple reaction in vivosthe hydration

of carbon dioxide to bicarbonate.
(7) It has a number of straightforward assays to examine

the binding of ligands.
(8) Its structure does not change drastically when it binds

ligands.
(9) Its ligands are easy to synthesize (and, thus, it is easy

to test different physical-organic models for protein-ligand
binding).

(10) It has many metallovariants, many of which adopt
similar tertiary structures as the wild-type enzyme.

(11) It readily forms charge ladders, and its analysiss
both as native enzyme and in charge ladderssby CE is
straightforward.

These advantages make CA particularly well-suited for
biophysical studies that seek to understand (i) the binding
of ligands to proteins (e.g., screening efforts, rational
approaches to ligand design, and mechanistic hypotheses),
(ii) how binding at the surface of a solid and in the gas phase
compare to that in solution, (iii) the role of electrostatics in
protein stability and protein-ligand binding, and (iv) the
pathways of folding and unfolding of proteins. We discuss
each of these studies in turn below.

Although the list of positive criteria is long, CA has three
primary disadvantages in its use as a model protein:

(1) It contains a nonrepresentative binding site comprising
a deep conical cleft,∼15 Å deep, with the binding of ligands
occurring at the bottom of this cleft. It is, therefore, difficult
to compare the binding of ligands and reactants to CA
directly to similar studies of other enzymes with shallower
binding pockets.

(2) It has an essential ZnII cofactor. Much of the energy
of binding of ligands to CA originates from the interaction
of ligands with this cofactor. The presence of the ZnII

cofactor also complicates computational approaches to ligand
discovery.

(3) It is composed primarily ofâ-sheets. Thus, its folding
and unfolding pathways are unlikely to be representative of
proteins with moreR-helical content. Proteins with extensive
â-sheet structure also tend to be prone to aggregation, which
may compete with folding.

We believe that the advantages of CA far outweigh these
disadvantages and make CA an excellent protein for bio-
physical studies.

16.2. What Are the Advantages of Using CA to
Understand the Thermodynamics and Kinetics of
Binding of Ligands to Proteins?

The ligands with the highest affinity for CA are the
arylsulfonamides: the SO2NH group of this class of mol-
ecules resembles the transition state for the physiological
reaction catalyzed by CA (the interconversion of carbon
dioxide and bicarbonate). This observation, thus, underscores
the general principle that high-affinity ligands for enzymes
are often transition-state analogs. The essential feature that
has enabled the system of CA and arylsulfonamides to be
used as a model for understanding protein-ligand binding
is the fact that the different structural interactions between

Table 16. Well-Defined Proteins Often Used as Model Enzymes or Small-Molecule Receptors

Protein EC Source
M

(kDa) Subunits Costa
Disulfide
content Cofactors

%
R-helix

%
â-strand

PDB
(X-ray) pI

Charge
ladders?

insulin bovine 5.7 2 $ 3 37.3 0 1APH 5.3 yes
protein G recombinant 6.1 1 $$$$ 0 25.0 42.8 1PGA 4.8 N/D
ubiquitin human, bovine 8.6 1 $$ 0 15.8 30.3 1TBE 6.56 yes
cytochrome C equine heart 11.6 1 $ 0 heme 40.0 0 1WEJ 10.0 yes
ribonuclease A 3.1.27.5 bovine pancreas 13.6 1 $$ 4 17.7 31.4 1XPS 9.8 yes
R-lactalbumin bovine milk 14.1 1 $ 4 CaII, ZnII 30.8 8.1 1F6S 4.8 yes
lysozyme 3.2.1.17 egg white 14.2 1 $ 4 30.2 6.2 193L 10.9 yes
calmodulin bovine brain 16.6 1 $$$ 0 CaII 50.0 2.7 1CM4 4.0 yes
myoglobin equine heart 16.9 1 $ 0 heme 73.8 0 1WLA 6.8 yes
HIV protease 3.4.23.16 HIV 21.4 2 $$$$ 0 4.0 46.4 1A30 N/D
trypsin 3.4.21.4 porcine pancreas 23.4 1 $ 6 7.1 30.0 1AVW N/D
triosephosphate
isomerase

5.3.1.1 yeast 26.6 1 $$$ 0 NAD 38.0 16.1 1YPI N/D

carbonic anhydrase 4.2.1.1 bovine 29.3 1 $ 0 ZnII 7.6 25.7 1G6V 5.9 yes
carbonic anhydrase 4.2.1.1 human 29.3 1 $$$ 0 ZnII 9.2 27.4 1A42 7.6 yes
peroxidase 1.11.1.7 horseradish 33.7 1 $$ 4 heme 44.7 1.9 1ATJ 7.2 yes
superoxide
dismutase

1.15.1.1 human 32.5 2 $$$$ 2 ZnII, CuII 1HL5 5.0 yes

albumin human serum 66.4 1 $ 17 68.7 0 1AO6 5.67 N/D
alcohol
dehydrogenase

1.1.1.1 equine liver 79.5 2 $ 0 ZnII 23.9 22.1 1HLD 6.8 N/D

alkaline
phosphatase

3.1.3.1 bacteria 94.0 2 $$ 4 ZnII 28.3 17.7 1ALK 6.0 no

IgG mouse 145 4 $$$ 17 4.2 44.7 1IGT N/D
catalase 1.11.1.6 bovine 230 4 $$ 0 heme, NADP 28.0 14.4 4BLC N/D
â-galactosidase 3.2.1.23 bacteria 465 4 $$ 0 10.5 35.3 1HN1 5.0 no

a Cost structure: “$” is below $0.50 per mg protein; “$$” is between $0.50 and $10 per mg; “$$$” is between $10 and $30 per mg; “$$$$” is
above $30 per mg protein.
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CA and arylsulfonamide can, to a first-order approximation,
be examined independently. Rigorous studies based on such
an independent assessment of structural interactions have
demonstrated that the pKa of the arylsulfonamide, the
hydrophobicity of the aryl ring, and the hydrophobic surface
area of the ligand are important factors governing affinity.
These studies have also revealed that multivalency is an
effective design principle to generate high-affinity ligands
by appending secondary components to a low-affinity ligand
(at least in the case of hydrophobic secondary components).
Moreover, such studies have suggested that ionic or elec-
trostatic interactions between ligand and protein are much
more challenging to engineer than are hydrophobic contacts.
Finally, these studies have revealed that the phenomenon of
enthalpy/entropy compensation is ubiquitous in protein-
ligand binding and needs to be understood to be able to
design high-affinity ligands for proteins.

The most likely model for the association of CA and
arylsulfonamides involves three states: unbound CA and
ligand, a hydrophobically bound intermediate, and a fully
associated CA-ligand complex. This system thus reveals
that the model of association of even a “simple” protein and
ligand can be surprisingly complicated and suggests that
simple two-state models for association could be very rare.

16.3. What Are the Advantages of Using CA to
Compare Binding in Solution to That at Solid
Surfaces or in the Gas Phase?

Oligoethylene glycol groups on the surfaces of solids
prevent the nonspecific binding of CA to these surfaces, and
thus, the thermodynamics and kinetics of binding of CA and
arylsulfonamides can be studied rigorously at these surfaces.
Values of the rate constants of association and dissociation
(kon andkoff) measured at the surfaces of solids are similar
to those measured in solution when care is taken to reduce
the influences of mass transport and lateral steric effects.
The system of CA/arylsulfonamides, thus, suggests that
protein-ligand binding at solid surfaces is not intrinsically
different from that in solution and can, in principle, be used
in high-throughput assays to find high-affinity ligands for
proteins.

The tertiary structure of CA is at least partially retained
in the gas phase. This stability allows the comparison of
binding in the gas phase and in solution. Binding in the gas
phase is driven primarily by electrostatic contacts, whereas
binding in solution can be dominated by the “hydrophobic
effect.” Thus, it may not be possible to infer stability in
solution from measurements made in the gas phase.

16.4. What Are the Advantages of Using CA to
Understand the Role of Electrostatics in Protein
Stability and Protein −Ligand Binding?

CA does not adsorb to the walls of a glass capillary (used
in CE) and can be modified with acylating agents that change
the surface charge of the protein (and generate charged
derivatives called charge ladders) in a controlled manner.
These facts have allowed CA to be used as a model protein
in biophysical studies of the importance of electrostatics in
protein stability. These studies revealed that the ionization
of residues upon acetylation involves cooperative behavior.
They also demonstrated that the positive charges on all of
the Lys groups of CA can be removed without significantly
changing either the conformation of CA at 25°C or its ability

to bind sulfonamides. The affinities of charged ligands,
however, can be influenced by long-range electrostatic
interactions (rather than by local modifications in the binding
site). Electrostatic interactions can also influence the kinetics
of denaturation of proteins by sodium dodecyl sulfate:
removal of several positive charges from CA by acylation
resulted in rates of denaturation that were slower by factors
of ∼102 than the native enzyme.

16.5. What Are the Advantages of Using CA to
Understand How Proteins Fold and Unfold?

In addition to the advantages described in section 16.1,
there are three reasons for using CA as a model in studying
the denaturation of proteins:

(1) Its folding pathway has many aspects that are
prototypical in the folding of proteins.

(2) It can fold with or without chaperonins (and, thus,
allows the assessment of the influence of chaperonins on
folding).

(3) Its tendency to aggregate allows the investigation of
the structural features responsible for aggregation and of
additives that block aggregation.

Studies of CA suggest that folding for some proteins is
initiated by hydrophobic interactions between “seed” resi-
dues, proceeds through a molten-globule intermediate, and
is limited in rate by isomerization of proline residues. The
ZnII cofactor of CA is not necessary for its folding into its
native structure. Aggregation of misfolded proteins of CA
involves specific residues and can be corrected by chaperone
proteins or minimized by the addition of surfactants and other
small molecules. Surface charge also has little influence on
the ability of CA, denatured in SDS, to refold into its native
state, but does influence its stability to SDS and other
denaturants. In these studies, CA provides a model for
proteins that fold and unfold through a molten-globule
intermediate and for proteins that comprise mostlyâ-sheets
and are prone to aggregate during refolding.

16.6. Coda
Three-quarters of a century after its discovery in 1932 by

Meldrum and Roughton,812 CA remains a protein of active
research interest for medical, biophysical, and physical-
organic studies. In the short section that follows, we briefly
summarize articles that appeared in the interval between the
time we initially submitted the review (December 2006) and
the time of submission of the completed version of the review
(December 2007). This section only provides references with
a brief indication of content and does not place this work in
the context of the individual sections.

Recent medical studies have investigated the expression
of CA,813,814 the role of CA in membrane transport pro-
cesses,815,816and its role in a variety of diseases,817 such as
retinitis pigmentosa,818 diabetes mellitus type II,819 atopic
dermatitis,820 brain cancer,821 and colorectal cancer.822

Many recent biophysical studies have investigated the
inhibition3,28,128,182,225,227,232,234-238,376,593,823-850 and activa-
tion226,851-853 of CA. The majority of these studies aimed to
design isozyme-specific inhibitors and activators. Several
others have developed QSARs for inhibitors854-865 and
activators866 of various isozymes of CA. The interaction of
CA with surfaces has also been investigated for delivering
inhibitors to CA via nanoparticles867 and for disrupting the
self-assembly of ion channels.868
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The latest research on the structure and function of CA
has focused on analyzing the proton shuttle,54,266-268,869-873

the binding of zinc to CA,874 and the pKa of the zinc-bound
water.305 In addition, several groups have further examined
the denaturation, aggregation, and folding of CA.875-878

Our hope is that this review will be useful to investigators
who are looking for a way to navigate this still very dynamic
field.
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(219) Grüneberg, S.; Stubbs, M. T.; Klebe, G.J. Med. Chem.2002, 45,
3588.

(220) Temperini, C.; Innocenti, A.; Scozzafava, A.; Supuran, C. T.Bioorg.
Med. Chem. Lett.2006, 16, 4316.

(221) Guerri, A.; Briganti, F.; Scozzafava, A.; Supuran, C. T.; Mangani,
S. Biochemistry2000, 39, 12391.

(222) Mangani, S.; Liljas, A.J. Mol. Biol. 1993, 232, 9.
(223) Kannan, K. K.Biomol. Struct., Conform., Funct., EVol., Proc. Int.

Symp.1981, 1, 165.

Studies of Proteins and Protein−Ligand Binding Chemical Reviews, 2008, Vol. 108, No. 3 1043



(224) Stams, T.; Nair, S. K.; Okuyama, T.; Waheed, A.; Sly, W. S.;
Christianson, D. W.Proc. Natl. Acad. Sci. U.S.A.1996, 93, 13589.

(225) Temperini, C.; Innocenti, A.; Guerri, A.; Scozzafava, A.; Rusconi,
S.; Supuran, C. T.Bioorg. Med. Chem. Lett.2007, 17, 2210.

(226) Temperini, C.; Innocenti, A.; Scozzafava, A.; Mastrolorenzo, A.;
Supuran, C. T.Bioorg. Med. Chem. Lett.2007, 17, 628.

(227) Temperini, C.; Winum, J.-Y.; Montero, J.-L.; Scozzafava, A.;
Supuran, C. T.Bioorg. Med. Chem. Lett.2007, 17, 2795.

(228) Abbate, F.; Supuran, C. T.; Scozzafava, A.; Orioli, P.; Stubbs, M.
T.; Klebe, G.J. Med. Chem.2002, 45, 3583.

(229) Abbate, J.; Casini, A.; Owa, T.; Scozzafava, A.; Supuran, C. T.
Bioorg. Med. Chem. Lett.2004, 14, 217.

(230) Abbate, J.; Winum, J.-Y.; Potter, B. V. L.; Casini, A.; Montero, J.-
L.; Scozzafava, A.; Supuran, C. T.Bioorg. Med. Chem. Lett.2004,
14, 231.

(231) De Simone, G.; Di Fiore, A.; Menchise, V.; Pedone, C.; Antel, J.;
Casini, A.; Scozzafava, A.; Wurl, M.; Supuran, C. T.Bioorg. Med.
Chem. Lett.2005, 15, 2315.

(232) Winum, J.-Y.; Temperini, C.; Cheikh, K. E.; Innocenti, A.; Vullo,
D.; Ciattini, S.; Montero, J.-L.; Scozzafava, A.; Supuran, C. T.J.
Med. Chem.2006, 49, 7024.

(233) Casini, A.; Antel, J.; Abbate, F.; Scozzafava, A.; David, S.; Waldeck,
H.; Schafer, S.; Supuran, C. T.Bioorg. Med. Chem. Lett.2003, 13,
841.

(234) Srivastava, D. K.; Jude, K. M.; Banerjee, A. L.; Haldar, M.;
Manokaran, S.; Kooren, J.; Mallik, S.; Christianson, D. W.J. Am.
Chem. Soc.2007, 129, 5528.

(235) Di Fiore, A.; Scozzafava, A.; Winum, J.-Y.; Montero, J.-L.; Pedone,
C.; Supuran, C. T.; De Simone, G.Bioorg. Med. Chem. Lett.2007,
17, 1726.

(236) Alterio, V.; De Simone, G.; Monti, S. M.; Scozzafava, A.; Supuran,
C. T. Bioorg. Med. Chem. Lett.2007, 17, 4201.
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Clinical Medicine; Botrè, F., Gros, G., Storey, B. T., Eds.; VCH:
New York, 1991.

(284) Jain, A.; Whitesides, G. M.; Alexander, R. S.; Christianson, D. W.
J. Med. Chem.1994, 37, 2100.

(285) Nair, S. K.; Christianson, D. W.J. Am. Chem. Soc.1991, 113, 9455.
(286) Kannan, K. K.; Liljas, A.; Waara, I.; Bergsten, P. C.; Lovgren, S.;

Strandberg, B.; Bengtsson, U.; Carlbom, U.; Fridborg, K.; Jarup, L.;
Petef, M.Cold Spring Harbor Symp. Quant. Biol.1971, 36, 221.

(287) Liljas, A.; Kannan, K. K.; Bergsten, P. C.; Waara, I.; Fridborg, K.;
Strandberg, B.; Carlbom, U.; Jarup, L.; Lovgren, S.; Petef, M.Nature
New Biol.1972, 235, 131.

(288) Lindahl, M.; Liljas, A.; Habash, J.; Harrop, S.; Helliwell, J. R.Acta
Crystallogr., Sect. B1992, B48, 281.

(289) Christianson, D. W.; Fierke, C. A.Acc. Chem. Res.1996, 29, 331.
(290) Lindskog, S. InZinc Enzymes; Bertini, I., Luchinat, C., Maret, W.,

Zeppezauer, M., Eds.; Birkha¨user: Boston, MA, 1986.
(291) Prabhananda, B. S.; Rittger, E.; Grell, E.Biophys. Chem.1987, 26,

217.
(292) Stein, P. J.; Merrill, S. P.; Henkens, R. W.J. Am. Chem. Soc.1977,

99, 3194.
(293) Williams, T. J.; Henkens, R. W.Biochemistry1985, 24, 2459.
(294) Lindahl, M.; Svensson, L. A.; Liljas, A.Proteins: Struct., Funct.,

Genet.1993, 15, 177.
(295) Vallee, B. L.; Auld, D. S.Acc. Chem. Res.1993, 26, 543.
(296) Kernohan, J. C.Biochim. Biophys. Acta1964, 81, 346.
(297) Coleman, J. E.J. Biol. Chem.1967, 242, 5212.
(298) Lipton, A. S.; Heck, R. W.; Ellis, P. D.J. Am. Chem. Soc.2004,

126, 4735.
(299) Kernohan, J. C.Biochim. Biophys. Acta1965, 96, 304.
(300) Lindskog, S.J. Biol. Chem.1963, 238, 945.
(301) Lindskog, S.Biochemistry1966, 5, 2641.
(302) Taylor, P. W.; King, R. W.; Burgen, A. S. V.Biochemistry1970, 9,

3894.
(303) Liang, Z.; Xue, Y.; Behravan, G.; Jonsson, B.-H.; Lindskog, S.Eur.

J. Biochem.1993, 211, 821.
(304) Kiefer, L. L.; Fierke, C. A.Biochemistry1994, 33, 15233.
(305) Riccardi, D.; Cui, Q.J. Phys. Chem. A2007, 111, 5703.
(306) Rogers, J. I.; Mukherjee, J.; Khalifah, R. G.Biochemistry1987, 26,

5672.
(307) Lindskog, S.; Thorslund, A.Eur. J. Biochem.1968, 3, 453.
(308) Deerfield, D. W., II; Carter, C. W., Jr.; Pedersen, L. G.Int. J.

Quantum Chem.2001, 83, 150.

1044 Chemical Reviews, 2008, Vol. 108, No. 3 Krishnamurthy et al.



(309) Hunt, J. B.; Rhee, M.-J.; Storm, C. B.Anal. Biochem.1977, 79, 614.
(310) Lindskog, S.; Malmstro¨m, B. G.J. Biol. Chem.1962, 237, 1129.
(311) Hunt, J. A.; Ahmed, M.; Fierke, C. A.Biochemistry1999, 38, 9054.
(312) Armstrong, J. M.; Myers, D. V.; Verpoorte, J. A.; Edsall, J. T.J.

Biol. Chem.1966, 241, 5137.
(313) Hunt, J. B.; Neece, S. H.; Schachman, H. K.; Ginsburg, A.J. Biol.

Chem.1984, 259, 14793.
(314) Lindskog, S.; Nyman, P. O.Biochim. Biophys. Acta1964, 85, 462.
(315) Demille, G. R.; Larlee, K.; Livesey, D. L.; Mailer, K.Chem. Phys.

Lett. 1979, 64, 534.
(316) Haydock, C.Los Alamos National Laboratory, Preprint ArchiVe,

Physics; 2003, 1 arXiv:physics/0302097.
(317) McCall, K. A.; Fierke, C. A.Anal. Biochem.2000, 284, 307.
(318) Led, J. J.; Neesgaard, E.Biochemistry1987, 26, 183.
(319) Kannan, K. K.; Fridborg, K.; Bergste´n, P. C.; Liljas, A.; Lövgren,
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